Machine Learning or Discrete Choice Models for Car Ownership Demand Estimation and Prediction?
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Abstract—Discrete choice models are widely used to explain transportation behaviors, including a household’s decision to own a car. They show how some distinct choice of human behavior or preference influences a decision. They are also used to project future demand estimates to support policy exploration. This latter use for prediction is indirectly aligned with and conditional to the model’s estimation which aims to fit the observed data. In contrast, machine learning models are derived to maximize prediction accuracy through mechanisms such as out-of-sample validation, non-linear structure, and automated covariate selection, albeit at the expense of interpretability and sound behavioral theory. We investigate how machine learning models can outperform discrete choice models for prediction of car ownership using transportation household survey data from Singapore. We compare our household car ownership model (multinomial logit model) against various machine learning models (e.g. Random Forest, Support Vector Machines) by using 2008 data to derive, i.e. estimate models that we then use to predict 2012 ownership. The machine learning models are inferior to the discrete choice model when using discrete choice features. However, after engineering features more appropriate for machine learning they are superior. These results highlight both the cost of applying machine learning models in econometric contexts and an opportunity for improved prediction and better urban policy making through machine learning models with appropriate features.

I. INTRODUCTION

Urban development is greatly influenced by the travel behavior of a city’s residents [3]. For this reason, understanding and predicting the demand for travel and the demand for car ownership across the population is of key interest to city officials around the world. Transportation and urban planners use transportation demand forecasts to inform their policies and investments, thus placing high value on data and methods that provide demand projections.

Discrete choice models are a set of econometric tools that are widely used to explain transportation behaviors [7], including a household’s decision to own a car [8], [2]. The typical goal of this type of modeling is to obtain unbiased estimators that provide behavioral and economic insights. An accurate discrete choice model fits the observed data with minimum error, typically assuming a linear model structure. Discrete choice models are selected because they provide interpretability, i.e. they elucidate how a categorical explanatory variable describing some aspect of human behavior or preference influences decision making. Once a discrete choice model is estimated, it can be used for prediction and to explore possible impacts of policy. However, while a discrete choice model can be used for these purposes, it is not explicitly estimated for them. In contrast, machine learning models are generally derived to explicitly maximize predictive accuracy, that is their performance on unseen data, rather than observed data which is used for “training”. This is accomplished through rounds of modeling with different folds of training data and preliminary validation on held out folds. A model’s performance is reported on data not in the training set. Machine learning models, e.g. decision trees or support vector machines (SVMs) are frequently non-linear, have different bias-variance tradeoffs and have regularization mechanisms that control model complexity (and indirectly generalization). Each uses a different technique for performance objective optimization and sometimes covariates are simultaneously selected with model derivation. Consequently, machine learning models generally outperform traditional econometric models on prediction [6]. Many ML modeling aspects that contribute to this advantage come however at the expense of interpretability. Unlike discrete choice models, less emphasis is on using features that are easily mapped to human behavior and well understood causal relationships and correlations.

Our research question is whether machine learning models can outperform discrete choice models on the prediction of household car ownership as 0, 1 or 2 or more cars. We hypothesize that because machine learning models are derived to reduce the prediction error instead of the estimation error, machine learning models should outperform discrete choice models on this class prediction task (at the expense of model and parameter interpretability, desirable parameter properties,
and behavioral theory soundness). In more detail, our first question is whether machine learning models will be superior when they use exactly the same variables we prepare for our discrete choice model. Because discrete choice variables are indicators of human preferences or characteristics that need to be represented in ways that have economic interpretability and significance (thus many times discretizing variable ranges into dummy variables to explore marginal effects), we then ask whether using the original variables and variables not consistent with a sound behavioral theory better exploits machine learning for prediction.

Singapore is one of the leading countries capitalizing on urban data and models to support decision making. The Singapore-MIT Alliance for Research and Technology (SMART) has been developing SimMobility, a state-of-the-art simulator of the transportation and land-use systems based on behavioral models. The objective of SimMobility is to predict the impact of different mobility interventions on travel demand and activities, both for passengers and freight, and on transportation networks and land-use [1]. Within SimMobility, discrete choice models are employed to represent the decision of urban agents, such as households choosing whether to have a car or not.

Using transportation survey data from Singapore [4], aggregated to the household unit, we compare machine learning models to discrete choice models for prediction of household car ownership. We use 2008 data to train our machine learning models and to estimate our discrete choice model and use these models to predict 2012 car ownership in households. We compare our household car ownership model (multinomial logit model (MNL)) against our 5 machine learning models (Random Forest, Support Vector Machines, Decision trees, Extreme Gradient Boosting, and an Ensemble of methods).

We proceed as follows; Section II describes the dataset used and provides summary statistics. Section III describes and compares discrete choice and machine learning methods. Section IV describes data processing and preparation for both the discrete choice model dataset and the machine learning model dataset, and lays out our experimental setup for both. Section V presents the results and discussion. Finally, we present conclusions and future work in Section VI.

II. DATA

Singapore’s Land Transport Authority (LTA) conducts the Household Interview Transportation Survey (HITS) every four to five years to better understand residents traveling behaviors. Approximately one percent of all the households in Singapore are surveyed with travel and sociodemographic questions. HITS is a key instrument for transportation and urban planners to better design their policies in response to Singapore’s transportation needs.

We use Singapore’s 2008 and 2012 HITS surveys, extracting the following variables for each respondent:

1) Type of residential property (private, landed, HDB, other)
2) Ethnicity (Chinese, Malay, Indian, other)
3) Motorcycle ownership
4) Geolocation of household
5) Employment Status (Full time worker, Part time worker, Self-employed, Student, etc.)
6) Type of Appointment (CEO, Executive, Professional, Assistant, Clerk, etc.)
7) Number of Children
8) Income Level
9) Taxi ownership

The HITS 2008 survey had 88,600 individual responses and the HITS 2012 had 85,880 individual responses. Both databases where aggregated to the household level, producing 8,901 households in 2008 and 6,310 households in 2012.

A. HITS 2012 Insights

Some interesting insights from a basic analysis of the 2012 HITS data are that, in general, landed households (HHs) have 2+ cars, private HHs have 1 car, and HHs in the “other” housing category usually do not own a car. Most 2+ car HHs are Chinese, further away from MRT stations, and more than 50% of their members are white collar professionals. In general, as HH car ownership increases, so does the HH size, the proportion of self-employed members, and the probability that there are white collar members. There is no association between HHs with no cars and HH size.

III. METHODS

Our modeling proceeds in the same general manner regardless of whether we estimate a discrete choice model or derive machine learning model. First, the observational “raw” survey data is transformed into examples described by features, a.k.a. variables or predictors in a step we call feature engineering. After a model has been selected, some or all of the transformed examples, each paired with its outcome or response variable’s value (a.k.a. label), are used to construct the model. Modeling requires parameter selection including specifying an objective. For the case of our discrete choice model, we employ variables that are commonly used in this type of car ownership estimation. All models are constructed using 2008 examples. After derivation, we evaluate all models on the task of predicting which of three ownership classes, 0 cars, 1 car or 2+ cars, a HH in the 2012 dataset will fall into. We report the most common and simple prediction evaluation metric: accuracy, which is the ratio of correct predictions made to all predictions. We also examine confusion matrices which present predictions on the x-axis (in the columns) and observed outcomes on the y-axis (in the rows). The diagonal cells are the correctly classified cases, and the off-diagonal cells are the misclassified cases.

A. Discrete Choice Models

Discrete choice models describe decision makers’ choices among alternatives and examine situations in which the potential outcomes are discrete. Decision makers can be people, households, firms, or any other decision-making unit, and the alternatives might represent competing products, courses of action, or any other options or items over which choices must
be made. Discrete choice analysis consists of two interrelated tasks: specification of the behavioral model and estimation of the parameters of that model[9].

We estimate a multinomial logit model which is a type of a generalized linear model (GLM) that generalizes logistic regression to multi-class problems. It assumes that each original variable has been transformed to be case specific according to thresholds selected from the variable range. This engineering of variables (features) expands the dimensionality of the model while compressing the range of each variable. The output of MNL is a class likelihood and it can indicate whether a variable increases or decreases the probability of a given class by a specific percentage. It requires an assumption of independence of irrelevant alternatives, which is consistent with our problem, i.e. the odds of preferring one car ownership level over another do not depend on the presence or absence of other irrelevant alternatives. The coefficients in the MNL model are estimated in terms of maximum likelihood. We predict the outcome variable from the model’s probabilities by selecting the outcome with the highest probability.

B. Machine Learning Models

Unlike many standard econometric techniques, machine learning (ML) methods were developed with the intention of maximizing prediction accuracy[5]. From a statistical perspective machine learning can be viewed as an automated exploratory analysis of large data sets. Feature engineering in machine learning does not demand the type of transformations used in discrete choice modeling. The models used in ML are typically non-linear, they use cross-validation and regularization (removing low impact model coefficients) with the goal of generalization to unseen observations for the task of prediction. Learning objectives vary and include e.g. Lk-norms. Optimization methods vary and data can be transformed into lower dimensional embeddings or higher dimensional embeddings with kernelization, e.g. in Support Vector Machines. For a more complete treatment see [5].

IV. EXPERIMENTS

Using transportation household survey data from Singapore we examine whether machine learning models are more accurate at prediction that discrete choice models for prediction of household car ownership. We will look into the implications of the data pre-processing approach for discrete choice models and the impact on the performance of our machine learning models.

A. Data Preparation

For both 2008 and 2012 datasets, we pre-processed the original HITS surveys by aggregating the personal information to the household level. Then we created two sets of features: $E_{DC}$ meeting discrete choice model assumptions and $E_{ML}$ suited to machine learning.

1) $E_{DC}$: For $E_{DC}$ we created dummy variables for some of the integer variables (HH size, number of certain types of professionals in the HH, number of students, number of children) or to indicate that the HH had at least a member with certain characteristics. For example, a binary variable CEO was created for whether one of the HH’s members had a job description of CEO, or the present of two students in the household was represented through a binary variable (STUDENT2). Using geographical information system (GIS) tools we also created two distance variables (distance to the nearest subway station - distMRT - and distance to the central business district - distCBD). Our $E_{DC}$ has a total of 37 variables. The engineered variables in $E_{DC}$ are: 1) Distance to the closest MRT station(distMRT500, distMRT1000) 2) Distance to the Central Business District (CBD - distCBD) 3) Number of fulltime workers in the HH (FULLWORKER1, FULLWORKER2, FULLWORKER3p) 4) Number of CEOs in the HH (CEO) 5) Number of white collar professionals in the HH (WHITECOLLABLING1, WHITECOLLABLING2p) 6) Number of students in the HH (STUDENT1, STUDENT2, STUDENT3p) 7) Number of children in the HH (KIDS1, KIDS2p) 8) If the household has a member above 60 years (ABOVE60) 9) Income dummy variables indicating HH income (INC0, INC12 - we aggregated income1 and income2 categories because there were few of these, INC3, INC4, INC5, INC6) 10) Housing type (HDB, Private, Landed, Other Housing, we aggregate the 3 types of HDB residences into one)

Missing values in the dataset were dealt with through list deletion, i.e. observations with an NA in one of the variables were eliminated from the dataset. The variable Income had the highest incidence of NA values (14.4% for 2008, and 31.9% for 2012). Future work will explore multiple imputation strategies, which were conducted for our discrete choice estimation model with no significant change in results.

2) $E_{ML}$: To obtain $E_{ML}$, we go back to the original HITS datasets for 2008 and 2012 and aggregate them at the household level but do not add any dummy variables nor do we transform some of the variables from integer values to discretized binary variables representing each one of the units. Additionally, unlike discrete choice models where variable selection follows a sound behavioral theory and optimizes for explanatory power (by incorporating, deleting, or transforming variables in ways that maximize a criteria such as the adjusted rho-squared), machine learning models automate the feature selection process and can incorporate as many variables as needed (regardless of whether these variables are consistent with a sound behavioral theory). For this reason, we have a total of 38 features in $E_{ML}$ out of which 13 features are not included in the discrete choice model. The $E_{ML}$ include:

1) Distance to the closest MRT station (distMRT, we leave as an integer value instead of discretazing into 3 dummy variables as we did for $E_{DC}$) 2) Distance to the Central Business District (distCBD) 3) Number of fulltime workers in the HH (FULLWORKER, we leave as an integer value) 4) Number of CEOs in the HH (CEO) 5) Number of white
collar professionals in the HH (WHITECOLLAR, we leave as an integer value) 6) Number of students in the HH (STUDENT, we leave as an integer value) 7) Number of children in the HH (KIDS, we leave as an integer value) 8) Income (INCOME, we leave as an integer value) 9) Housing type (HDB123, HDB4, HDB5EF, Private, Landed, Other Housing, we do not aggregate HDB types) 10) Number of people within an age category (BELOW4, AGE4TO9, AGE10TO14, AGE15TO19, ABOVE60, we do not aggregate all ages below 14 to obtain the number of kids, and we leave all categories with the total number of people in them as i) 11) Number of people in a particular work condition (FULLTIME, PARTTIME, SELFEMPLOYED, RETIRED, UNEMPLOYED, STUDENT) 12) Number of people in the HH that have a CEOs or Whitecollar job position (CEO, WHITECOLLAR) 13) Number of people with a car or motorcycle licence (CAR_LICENCE, MC_LICENCE)

B. Setup
In the first experiment, we estimate a standard discrete choice model, MNL using \(E_{DC}\). Likewise, we train four different ML models using \(E_{DC}\). We train these models using cross-validation. We then use the 2012 HITS survey data as a test set to predict HH car ownership levels with each model. We compare the classification rates of all models.

In the second experiment we derive a second set of machine learning models with \(E_{ML}\). Our algorithms use feature selection techniques and cross-validation. We then use 2012 HITS data again as a test set and predict the HH car ownership levels contrasting the new results to the MNL model.

We run all our experiments on Windows 10 using RStudio version 0.99.4899. and R packages mlogit1, randomForest2, el10713, rpart4, xgboost5. For all machine learning models we run the mentioned packages with their default parameters unless specified otherwise.

V. RESULTS
A. Prediction from \(E_{DC}\)
First, we report the results of our discrete choice model that uses \(E_{DC}\). We run a basic Multinomial Logit model with the following specification:

\[
\text{CAR_CHOICE} = \text{PRIVATE} + \text{LANDED} + \text{OTHER_HOUSING} + \\
\text{MALAY + INDIAN + OTHER_RACE + HASINC + FULLOWNER} + \\
\text{FULLWORKER + FULLWORKERP + WHITECOLLAR + WHITECOLLARP + \\
\text{STUDENT + STUDENTP + STUDENTP2 + KIDS1 + KIDS2p + INCOME1 + \\
\text{INCOME2 + INCOME3 + INCOME4 + INCOME5 + ABOVE60 + CEO + SELFEMPLOYED + \\
\text{HUSBAND + HUSBAND2 + HUSBAND3 + HUSBAND4P + distCBD + \\
\text{distCBD2 + distMRT1000 + distMRT500}}}
\]

The distribution of car classes is not balanced: 0 cars: 0.635, 1 car: 0.323, 2+ cars: 0.0413. The coefficients from MNL are shown in Table I.

The Log-Likelihood is \(-4999.9\), the McFadden \(R^2\) is 0.28429 and Likelihood ratio test: \(\chi^2 = 3972.1\) (p.value \(\leq 2.22e-16\)). These car ownership demand models result are consistent with other car ownership discrete choice models [2].

According to our discrete choice model, we see that higher income levels, increasing HH size, having a self-employed profession in the HH, having 2 or more children, having a HH member who is a CEO, living in a private or landed property, or being of Chinese descent increases the odds of a HH owning one or more cars. Conversely, living in an HDB, being of Malay, Indian or other race descent, having a motorcyellite at home, having full time workers at home, having a HH member that is over 60 years old, living further away from an MRT station, and owning a Taxi are all associated with a lower odds of owning one or more cars. HHS with students show both associations with increased and decreased odds of having one or more cars.

We next use \(E_{DC}\) to train our ML models, all results are
TABLE II
DISCRETE CHOICE VS. MACHINE LEARNING MODEL PREDICTION ACCURACY RESULTS ON $E_{MNL}$.

| Prediction Acuracies on 2012 HITS data, $E_{MNL}$ | | |
|-----------------------------------------------|-------|
| **Multinomial Logit (MNL)** Accuracy 0.743 | **Predicted** | 0 Cars | 1 Car | 2+ Cars |
| Observed | 0 Cars | 3712 | 458 | 0 |
| | 1 Car | 981 | 957 | 14 |
| | 2+ Cars | 30 | 137 | 20 |
| **Extreme Gradient Boosting** Accuracy 0.742 | **Predicted** | 0 Cars | 1 Car | 2+ Cars |
| Observed | 0 Cars | 3713 | 456 | 1 |
| | 1 Car | 986 | 949 | 17 |
| | 2+ Cars | 35 | 136 | 16 |
| **Decision Tree Classifier** Accuracy 0.718 | **Predicted** | 0 Cars | 1 Car | 2+ Cars |
| Observed | 0 Cars | 3763 | 407 | 0 |
| | 1 Car | 1283 | 669 | 0 |
| | 2+ Cars | 46 | 141 | 0 |
| **SVM Linear Kernel** Accuracy 0.642 | **Predicted** | 0 Cars | 1 Car | 2+ Cars |
| Observed | 0 Cars | 3911 | 244 | 15 |
| | 1 Car | 1808 | 138 | 6 |
| | 2+ Cars | 180 | 7 | 0 |
| **Random Forest** Accuracy 0.734 | **Predicted** | 0 Cars | 1 Car | 2+ Cars |
| Observed | 0 Cars | 3627 | 542 | 1 |
| | 1 Car | 947 | 992 | 13 |
| | 2+ Cars | 33 | 140 | 14 |

in Table II. We present both the prediction accuracy of our models and the confusion matrix on 2012 HITS. All machine learning models where run using the default parameters in their corresponding R packages, except for the random forest model, for which we use 1500 trees.

Using prediction accuracy as a measurement metric, our Multinomial Logit (MNL) predicts 2012 HITS slightly better (0.743) than the best machine learning model (XGB, with 0.742). However, when we look at the confusion matrices we observe that the slight superiority of the MNL model is less obvious when it comes to types of prediction or classification errors. For example, while the MNL model outperforms or virtually ties the XGB model in correctly classifying car ownership levels in almost all cells, the Decision Tree Classifier (DTC) outperforms the MNL model in classifying the number of HHs with 0 car ownership, and has less misclassification error for the HHs it predicts will have 1 car. However, the DTC performs poorly in comparison to the MNL on the lower triangle part of the matrix. We also observe that the DTC does not predict that any HH will own 2+ cars. Similarly to our discrete choice model results, our ML model shows an accuracy level that is consistent well performing models in similar classification tasks. The Decision Tree model is shown in Figure 1 and its most important features.

Income is the most important variable for the prediction of a HHs car ownership in our DCT model. Each node shows the classification, the probability of each category (0, 1 or 2+ cars) at that node, and the percentage of observations that fall in that node. The bottom row adds to 100%. For example, the first variable that the DTC classifies HHs on is whether their income is in the highest category (INC6). If a HH is in the highest income category (INC6 > 0.5), then it directly classifies those households as having 1 car. If the HH is not in the highest income category (INC6 < 0.5), then the DTC starts evaluating the HH on other income levels (INC12 and INC5), and finally it classifies on whether the HH is of Indian ethnicity. This demonstrates that for the DCT the income variable and the Indian ethnicity variable are the most important features.

B. Prediction Using $E_{ML}$

Using $E_{ML}$ and some ML parameter tuning, we obtain improved prediction accuracies. The results for the ML methods on the $E_{ML}$ data set are shown in Table III. We run our random forest model with all default parameters except that we use 1500 trees. Our DCT model is run with all default parameters. Our extreme gradient boosting is run with a max depth of 6, an eta = 0.01, column sample by tree of 0.7, and all other parameters were the default. Finally, our ensemble between the random forest and the xtree gradient boosting was produced by averaging the estimated probabilities. The results can be seen in Table III.

We see that the $E_{ML}$ based models outperform the $E_{DC}$ models on the prediction task based on accuracy. The random forest model has the highest accuracy, but has a higher rate of false positives (those cases where the ML model predicts a
TABLE III
MACHINE LEARNING MODEL PREDICTION ACCURACY RESULTS ON EML

Prediction Accuracies on 2012 HITS data, EML

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Predicted</th>
<th>Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.799</td>
<td>0 Cars 3505</td>
<td>1 Car 163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 423</td>
<td>1512 17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 Cars 3957</td>
<td>1548 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 10</td>
<td>177 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 57</td>
<td>766 1</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.763</td>
<td>0 Cars 3263</td>
<td>907 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 404</td>
<td>129 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 1185</td>
<td>213 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 Cars 3822</td>
<td>1155 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 17</td>
<td>169 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 57</td>
<td>129 1</td>
</tr>
<tr>
<td>Extreme Gradient Boosting</td>
<td>0.749</td>
<td>0 Cars 3957</td>
<td>213 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 1185</td>
<td>766 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 57</td>
<td>129 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 Cars 3822</td>
<td>1155 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 17</td>
<td>169 1</td>
</tr>
<tr>
<td>Ensemble Random Forest &amp; Extreme Gradient Boosting</td>
<td>0.789</td>
<td>Predicted</td>
<td>Observed</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>0 Cars 3822</td>
<td>1155 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 Car 17</td>
<td>169 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ Cars 57</td>
<td>129 1</td>
</tr>
</tbody>
</table>

VI. CONCLUSION & FUTURE WORK

We conclude that both estimation models and prediction models, such as discrete choice model and machine learning models are useful, and not interchangeable without extra effort. The MNL anchors the results given an interpretable theory. While the ML models minimize the prediction error by taking all data and not constraining the specification to linear relationships in the parameters.

We use 2008 data to train our machine learning models and to estimate our discrete choice model and use these models to predict 2012 car ownership in households. We compare our household car ownership model (multinomial logit model) against our 5 machine learning models (Random Forest, Support Vector Machines - SVMs, Decision trees, Extreme Gradient Boosting, and an Ensemble of methods) and find, that the machine learning models underperform on the prediction task on the data set prepared for MNL($E_{MNL}$). As a consequence we assemble a data set for the ML models $E_{ML}$ and the predictive accuracy of the ML methods outperform the MNL model on the prediction task by 10%. However, our machine learning models are not interpretable, except for the decision tree classifier, which uses rules to classify HHs into categories.

These results show that machine learning and econometric models, having different objectives and mechanics, require datasets pre-processed in different ways. By not pre-processing or not doing feature engineering to obtain a dataset typical of machine learning methods, but rather training our machine learning models on the discrete choice model data, we do not fully take advantage of machine learning models. These findings suggest that if demand prediction is what is needed in a transportation context, machine learning methods might be able to aide urban and transportation planners.

Future work will look further at additional feature engineering and feature selection methods for both discrete choice models and machine learning models, and more advanced discrete choice models such as those using latent variables.
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