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Abstract

The amount of time series data collected in the medical community has recently been exploding due to widespread affordable sensors and storage devices. However, while the massive repositories of such physiological time series data provide enormous opportunities for machine learning to make significant impacts, they are largely under-utilized due to their granular detail, overwhelming size, and lack of proper tools. Besides scale, fast yet accurate processing of physiological waveform data is desired in medical practice, especially in time-critical settings such as the intensive care unit (ICU). Efficiently leveraging these massive datasets is a key challenge that, when resolved, will support a new paradigm of scientific discovery and operational innovation in medicine.

In this thesis, we develop highly efficient similarity-based methods that make it practical to search massive physiological time series repositories to rapidly identify waveforms similar to those from a given individual. We call this concept “patients with trajectories like mine.” Our goal is to exploit rapid similar waveform retrieval to enable critical event prediction in the ICU setting. In order to achieve this goal, we propose to apply locality-sensitive hashing (LSH), which supports a very fast approximate nearest neighbor search in high dimensions. We empirically demonstrate that LSH based retrieval and prediction methods vastly speed up querying time while sacrificing only a trivial amount of accuracy as a cost.

Despite being fast and accurate, the generic LSH has two shortcomings. First, it is capable of utilizing only one similarity measure at a time. To overcome this limit, we introduce Stratified LSH (SLSH) which finds similarity among the data from a more integrated perspective by employing multiple distance metrics in one framework. SLSH is essentially a dual-level hierarchical LSH where each LSH layer is associated with a distinct distance metric capturing a unique facet of similarity. The second shortcoming and the main bottleneck of the generic LSH is that it involves exhaustive distance calculations as a subroutine when short-listing the candidate set to find the final nearest neighbors. To surmount this, we propose Collision Frequency LSH (CFLSH) which short-lists the candidate set by simply counting the frequency
of collision based on the key idea that the more frequently an element and a query collide across multiple LSH hash tables, the more similar they are. We show that with SLSH and CFLSH, we improve the efficiency of LSH in terms of both prediction accuracy and querying speed.

We demonstrate our proposed methods on a mean arterial blood pressure dataset extracted from the MIMIC II database in the context of predicting acute hypotensive episodes in ICU. To examine the generality of our methods with respect to scaling, we validate our methods on datasets with various dimensions and item counts.
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Chapter 1

Introduction

This thesis consists of methodological studies using locality-sensitive hashing (LSH) on two clinically important tasks: efficient retrieval of similar physiological waveforms given an individual and subsequent medically critical event prediction. We seek to bring computer science theory into practice in the field of clinical medicine. We demonstrate our LSH-based retrieval and prediction methods on an arterial blood pressure dataset extracted from the MIMIC II database. In this chapter, we introduce motivations and background behind our work, technical challenges we face, our proposed approach to overcome challenges, and our contributions to the field.

1.1 Motivation

The amount of data collected in the medical community has recently been exploding and is becoming more overwhelming due to widespread use of affordable sensors and storage devices. Contexts range from EEG (electroencephalography), ECG (electrocardiography), and blood pressure sensing in hospitals, to mobile phones or lightweight wearable health tracking devices in homes and ambulatory care settings.

The ever increasing volume and detail of information captured from hospitals and personal healthcare devices show promising potential to direct the medical practice toward more data-driven, evidence-based, and personalized medicine. However, the massive repositories of such physiological time series are largely under-utilized due
to their granular detail, overwhelming size, and lack of proper tools. *Efficiently leveraging these massive datasets* is a key challenge that, when resolved, will support a new paradigm of scientific discovery and operational innovation in medicine. Access to unprecedented amounts of data opens up an opportunity for deeper insight, earlier intervention, and engagement.

In this thesis, we develop highly efficient methods that make it practical to search massive physiological time series repositories to rapidly identify waveforms similar to those from a given individual. We call this concept “*patients with trajectories like mine*” (Figure 1-1). The thesis also develops methods to exploit rapid similar waveform retrieval to enable critical event prediction in the intensive care unit (ICU) setting. In the long term, our work will potentially contribute toward to replacing population-based models of disease with specific models based on groups of highly similar individuals, thereby allowing more precise diagnoses, critical event detection, prediction of illness trajectories, and more individualized medical interventions.

We provide one example where our work can potentially be valuable. In-hospital
cardiac arrest (IHCA) is a crucial event that affects 200,000 adults and 6000 pediatric patients each year in the US [36]. Studies suggest that most cardiac arrests are predictable. In one study, 75% of IHCA cases were preceded by premonitory deteriorations in blood pressure, respiration, heart rate rhythm, or oximetry [11, 13] and over one third were determined preventable [36]. However, premonitory trends are frequently missed due to poor recognition of trends, which can be subtle. Thus, the ability to efficiently compare a given patient’s physiological monitoring data with large databases to identify prior patients with similar trajectories and known outcomes will allow more precise predictions and support smarter alarms.

1.2 Background and Technical Challenge

The main axes of challenge in mining meaningful information from massive repositories are time, accuracy, and scale. Fast yet accurate processing of physiological waveform data is becoming essential in medical practice, especially in urgent care and ICU settings, as everything there is time-critical and also requires a high degree of correctness. Plus, the size of medical record corpora that we extract information from is vast and keeps increasing. Therefore, there is a strong need for large-scale, yet accurate data processing in almost real time. Many efforts in the past have sought to meet such need with various parametric and non-parametric methods. We briefly review the approaches tried in the past and the technical challenges we face when using these approaches in the context of physiological time series analysis.

1.2.1 Parametric Time Series Analysis Methods

Pattern mining plays a crucial role permitting medical practitioners and researchers to acquire high-quality relevant information from a massive repository of medical records. Traditional statistical methods for estimation of such patterns rely heavily on the use of parametric models [17, 48] in order to provide measures of effect and statistical significance. These are models that typically assume the entire data-generating distribution (i.e., the underlying mechanism that created the data) can
be defined by relatively few parameters. However, these assumptions become highly unrealistic in healthcare settings because, due to the very complex and noisy nature of medical and physiological data, there is often no clear sense of its underlying structure which may vary by different patients and symptoms. Accordingly, these methods may be unreliable due to bias introduced by misspecified parametric models and are generally not flexible or scalable enough to handle a large number of variables and massive quantity of data.

For example, many of recent time series analysis methods are based on extensions of a parametric method called Dynamic Bayesian Network (DBN) [94]. However, the approach using variants of DBN has several limitations due to the requirement of a good hidden state model and the complicated, expensive learning and inference. In particular, the complexity of clinical data makes it difficult to form good prior knowledge which many conventional parametric and Bayesian models depend on. On the other hand, albeit less popular, there has been a series of works which showed the effectiveness of simple non-parametric similarity-based methods over many popular parametric models for time series classification [52, 133].

1.2.2 Similarity-based Search: $k$-Nearest Neighbor Method

A competitive alternative is to use a non-parametric approach which “lets the data speak for itself” without much restriction of parametric models. One of the core problems in such an approach is similarity-based nearest neighbor (NN) search [23, 131]. For a given query (such as a patient’s record, a list of symptoms, or a piece of the physiological waveforms of interest herein), NN retrieval returns a set of records that are similar to the query. The NN set also offers extrapolative information. It may also reveal a complex pattern. When records extend forward in time past that of the query, they reveal outcomes of patients, chosen protocols, and diagnostics. Questions such as, for people with the same symptoms, what critical events subsequently occurred, what treatments produced the best recovery, and/or what side-effects were observed, can be answered.

The $k$-nearest neighbor (KNN) method is a simple non-parametric similarity-based
learning algorithm. In essence, it memorizes the entire reference dataset and finds a group of \( k \) samples that are closest to a query by exhaustively going through every point in the reference dataset and computing its distance to the query. Typically, one uses the NN set to extrapolate a class label or response variable for the query based on predominance.

Unlike parametric models like DBN, KNN can “let the data speak for itself” since it does not summarize the input data by a number of parameter values of a certain model in the training phase or make any assumption on the underlying state and distribution of input data. Instead, the algorithm simply stores the entire training data without any summarization or generalization. Thus, the method is particularly useful when we do not have any prior knowledge about the data. Since it is very difficult to assume the underlying mechanism of human physiological signals, NN methods can be advantageous. Since KNN based classifiers can handle highly non-linear decision boundaries, it can be more advantageous for complex physiological state classification than many linear models.

The simplicity and practicality of KNN comes with several limitations.

- First, it is heavily influenced by the choice of distance metric and neighbor weighting rule. These choices are difficult for patient waveform data.

- Second, a distance metric only expresses a single perspective but waveforms may be similar based on various criteria, such as shape and amplitude, where each is expressed by a different distance metric.

- Third, KNN becomes highly impractical when the dimensionality of data is high and/or when the quantity of data is massive due to the curse of dimensionality. It is known that either the search time or space requirement is exponential in the number of dimensions and is linear to the dataset size [32].

In particular, high dimensionality is a property of physiological waveforms. Distance measures break down in high dimensions [1] and research has shown how the most efficient repository indexing strategies (such as C4.5 and tree-based methods [131], intended to support sub-linear time retrieval) become inefficient and exhibit
linear behavior as dimensionality increases [127]. The traditional tree-based indexing methods (such as R-trees [46], k-d trees [14], and sr-trees [66]) degenerate into a linear scan in sufficiently high dimensions (larger than 10 dimensions [40]) both in theory and in practice [127].

1.3 Proposed Approach

To overcome the challenges we face with previously attempted approaches, our proposal is to utilize locality-sensitive hashing which is a fast approximate nearest neighbor search that is effective in large, high dimensional data. We briefly explain the basics of LSH and the research questions we aim to answer in this thesis.

1.3.1 Locality-Sensitive Hashing

Our goal is to build a scalable retrieval and prediction system for high dimensional massive physiological data, with a significantly faster querying time, while maintaining accuracy in a reasonable range in comparison to the linear KNN or tree-based methods. In order to achieve this goal, in this thesis, we propose retrieval and prediction methods based on a computer science theoretical foundation called locality-sensitive hashing (LSH) [54], which allows a very fast, approximate nearest neighbor search in very high dimensions.

Whereas the linear, exhaustive KNN method searches for the exact NNs, LSH aims to speed-up the search process by looking for approximate NNs instead. LSH is an approximate search method enabling a quick retrieval of a small approximate nearest neighbor set with provable sub-linear query time and sub-quadratic space complexity. It uses a specialized similarity preserving hashing method to provide preliminary filtering of NN candidates to reduce the time cost of a follow-up linear search among them. Locality-sensitive hash functions have the unique property that similar elements are statistically likely to be hashed to the same value (i.e. collision).

Given a particular distance metric and its corresponding hash function family, LSH maintains a number of hash tables containing the dataset points. The approximate
nearest neighbors of a query can be obtained by hashing the query and scanning the hash buckets which the query collides with across the tables. By being approximate, LSH intrinsically introduces the trade-off between accuracy and speed depending on the level of approximation. Users can decide whether to wait for the exact answer by spending more time or to be satisfied with a much quicker approximation [40]. It is important to note that approximation of NNs is justifiable for most practical purposes because even in exact search, a distance measure is only an approximation to the ground truth. A detailed explanation of LSH is presented in Section 4.2.

In this thesis, we demonstrate the effectiveness of LSH on the waveform retrieval and event prediction tasks on an arterial blood pressure dataset extracted from the MIMIC II database [108]. To examine LSH on patient waveform retrieval, we reference a repository of tens of thousands of highly complex blood pressure waveform segments. The critical event of interest for us to predict is an acute hypotensive episode (AHE). An AHE is a sudden dropping of arterial blood pressure to below a critical level for some duration of a time window in ICU that demands immediate attentions and interventions. It is crucial to detect AHE accurately and fast, because if left untreated, such episodes may lead to irreversible organ damage and eventually death.

1.3.2 Research Questions

Throughout the thesis, we aim to bring answers to the following research questions.

- Given a repository of highly complex physiological waveforms and a query, is there an efficient way of retrieving similar physiological time series that is fast, accurate, and scalable?
  - How effective is LSH to meet the above requirements (in terms of retrieval accuracy and querying time) in comparison to the linear KNN method?
  - Given we use a similarity-based method, what are the appropriate bases (i.e. distance metrics)?
  - How does retrieval performance (accuracy and time) scale as dimension or quantity of data changes?
How sensitive or robust is the retrieval performance with respect to the parameters of LSH?

- Can a similarity-based retrieval set of arterial blood pressure waveforms effectively be leveraged for prediction of a critical event (acute hypotension) in ICU?

- How effective is the prediction of AHE based on extrapolating the information of the retrieved nearest neighbors obtained by LSH, in terms of prediction accuracy and querying time?

- What is the cause of the large difference in the querying speeds among LSH based on different distance metrics?

- How does prediction performance scale as the lag duration or quantity of data changes?

- Given the limit of LSH that it can use only one distance metric at a time, is there an effective way of utilizing multiple distance metrics in one LSH framework?

- Is the multi-metric strategy more effective than using a single metric in terms of prediction accuracy and querying time?

- Given the bottleneck of LSH which is caused by entailing exhaustive distance calculations between a query and its nearest neighbor candidates, is there any effective way of circumventing the bottleneck?

1.4 Contributions

The main contributions of this thesis are as follows. To the best of our knowledge, our work to date is the first extensive application of LSH to physiological time series retrieval and event prediction.

- We address the question of how we can achieve fast, yet accurate and scalable retrieval of similar physiological waveform time series for a given query.

1 The length of historical data prior to the event prediction window (explained in detail in Section 3.3).
We are the first to apply locality-sensitive hashing to approach this problem. When compared to the exhaustive KNN, our method based on LSH largely speeds up the retrieval time of similar physiological waveforms without sacrificing significant accuracy when demonstrated on an arterial blood pressure dataset extracted from the MIMIC II database. This work was published in [73] and is presented in Chapter 4.

- We answer the question of whether a high precision similarity-based retrieval set of arterial blood pressure waveforms can effectively be exploited to predict acute hypotensive episodes in ICU. In doing so, we extend the LSH-based retrieval to the prediction task by extrapolating the information of similar waveforms via majority vote. Similar to the retrieval case, compared to using the linear exhaustive KNN, our proposed method based on LSH vastly speeds up the prediction time up to two orders of magnitude while sacrificing only 1% of prediction accuracy. This work was published in [74] and is presented in Chapter 5.

- We propose a new similarity based prediction technique called stratified locality-sensitive hashing (SLSH). It finds similarity among the data from a more integrated perspective by employing multiple distance metrics in one framework, which previously was not feasible with the standard LSH. Comparing SLSH to the standard LSH, we demonstrate that SLSH yields a higher prediction accuracy and further shortens the sub-linear querying time of the standard LSH while adding only trivial storage overhead. A part of this work was published in [70, 71] and the more extended version has been submitted to a conference for review. This contribution is presented in Chapter 6.

- We address the question of whether the short-listing by calculating the distances between the query and every candidate set element (the main bottleneck of LSH) is optimal and whether there exists an effective way that avoids the bottleneck. To answer this, we propose a new variant of LSH, namely collision frequency locality-sensitive hashing (CFLSH). Unlike the standard LSH which
only utilizes a distance metric, in CFLSH, the short-listing step from a pool of pre-selected candidates filtered by locality-sensitive hash functions to the final nearest neighbor set relies upon the frequency of collision along with distance information. We show that CFLSH with the L1 distance has a higher prediction accuracy and further accelerates the sub-linear querying time obtained by the standard LSH. This work will be published in [72]. This contribution is presented in Chapter 7.

1.5 Organization

The rest of this thesis is organized as follows. In Chapter 2, we describe related work. Then, we explain datasets used in this thesis in Chapter 3. Chapters 4 and 5 present the result of applying LSH on the problems of physiological time series retrieval and of critical event prediction, respectively. Chapter 6 introduces stratified LSH. In Chapter 7, we present collision frequency LSH. Finally, conclusions and future directions are in Chapter 8.
Chapter 2

Related Work

Although there is a vast literature on time series analysis in general [37, 48], searching through high frequency, high dimensional physiological time series data is a relatively unexplored topic. Developing robust algorithms for correctly finding predictive patterns in long non-stationary time series data is challenging. This chapter is organized as follows: we provide a survey and discuss works on similarity-based time series search, prediction methods applied in critical care, theories and applications of locality-sensitive hashing (LSH), and acute hypotension prediction.

2.1 Similarity-based Time Series Methods

Clinical decision making based on extrapolating information from similar patients of a query patient has a long history. In the 1970s, the similarity-based “patients like me” approach was applied on electronic health records (patient charts) to make prognoses of ischemic [90] and coronary heart disease [105]. More recently, Google Correlate was released that finds web search terms whose popularity over time best match a user-provided time series [117]. Based on asymmetric hashing for Pearson correlation, one of its highlighted applications is predicting flu trends. Likewise, Lehman et al. [84] used the Gaussian mixture model and the $k$-nearest neighbor method to learn dynamical patterns of temporal data and find similarity among them. They used their method on applications such as search-by-example based data retrieval,
event classification, and forecasting hypotensive episodes. Saeed et al. [107] proposed a wavelet-based symbolic transformation that allows the use of existing efficient document information retrieval algorithms to assess similar patterns in multi-parameter physiologic time series. They applied their method to predict hemodynamic deterioration. For more extensive review of how machine learning is used in decision support in critical care, one should refer to [62]. For in-depth overview of the general time series methods based on data mining and on econometrics based time series analysis (e.g. AR, ARMA, ARIMA models), [37] and [48] provide thorough reviews, respectively.

Recent literature in data analytics suggests applying simple nonparametric methods with a large quantity of data in order to let the “Big Data” truly speak for itself instead of using sophisticated parametric models with a small amount of data [47]. Numerous studies show the effectiveness of non-parametric nearest neighbor methods over many popular parametric models for time series classification. For instance, [133] showed that the one-nearest-neighbor classifier with the dynamic time warping (DTW) distance measure has a superior performance over a multi-layer perceptron neural network, hidden Markov model, and decision tree. In [52], the authors showed that their nearest neighbor based classifier performs better than support vector machine, naive Bayes, and C4.5 decision tree for classifying patients with abnormal hearts from a small electrocardiography (ECG) dataset. [75] showed that the nearest neighbor classifier for predicting acute hypotensive episodes continuously improves as the dataset size gets larger while the dynamic Bayesian network does not scale well with increasing data size. However, the nearest neighbor search is in general expensive for large-scale datasets due to high dimensionality and large quantity of data. Several works seek to overcome such difficulties by finding either effective data representations or efficient distance measures.

**Representation** There has been a series of work on finding the best representation for time series data such as Discrete Fourier Transformation [35], Single Value Decomposition [35], Discrete Cosine Transformation [78], Discrete Wavelet Transformation [19], Piecewise Aggregate Approximation [67], and Symbolic Aggregate
Approximation [86]. Most of the representations focus on dimensionality reduction and finding intrinsic dimensionality of data. In [31], it was shown that over many data sets, there is no single representation that performs better than others and the optimal choice of representation method is data-specific. In our LSH methods presented in this thesis, we use a raw representation of data in its vector form without any dimensionality reduction and still remain efficient since LSH is known to be effective in high dimension [49].

**Distance Measures** Similarly, in conjunction with a representation, many efforts have been made to speed up the computation of the following distance measures: Euclidean distance [35, 93], Manhattan distance [134], Lp-norm [134], DTW [16, 68, 103], Edit Distance based on Longest Common Subsequence [119], and Edit Distance [21, 22]. Among these, the UCR suite for DTW [103] and Euclidean distance [93] is known to be the fastest in each distance category. DTW performs better than others for data sets of small size and short time series [31], but the performance converges to that of Euclidean distance for large datasets. In general, branch-and-bound techniques [103] do not scale well with long time series, although they are known to be able to process massive datasets efficiently. In our work, we emphasize robustness to the length of time series and scalable performance that improves with greater item count.

### 2.2 Locality-Sensitive Hashing

Since its first introduction by Indyk and Motwani [54], locality-sensitive hashing has made a significant impact on the problem of large-scale nearest neighbor search in high-dimensional data. In large, the focus of research on LSH can be divided into three aspects: developing different LSH hash families for various distance metrics, exploring the theoretical boundaries of LSH, and improving the performance of the LSH methods [122]. We provide a survey on each aspect in the following subsections. We additionally review applications of LSH and two specific variants of LSH (multilevel and frequency based LSH) whose works have similar principles to our works.
2.2.1 Hash Function Families

The primary focus of LSH research is to develop locality-sensitive hash function families for various distance metrics. Since the original LSH was proposed for the Hamming distance [40, 54], several variations of the original version have been proposed for locality-sensitive hash function families over a wide range of distance metrics. We categorize the distance metrics into four groups: the angle-based (cosine) distance, the Lp distance, the Jaccard coefficient, and the rest.

The LSH for the angle-based distance includes the random projection LSH [4, 20], super-bit LSH [59], kernelized LSH [80], LSH with learnt metric [81], concomitant LSH [34], hyperplane hashing [56], and cross-polytope LSH [6]. Many efforts have also been made to design hash families for the Lp distance, especially for the Euclidean distance. They include LSH for the L1 distance [3, 40], the Euclidean distance [7, 26], the \( p \)-stable distributions [26], leech lattice LSH [4], and spherical LSH [8, 115]. An extensive comparison of different LSH methods for the Euclidean distance is found in [100]. Developments for the Jaccard coefficient (used extensively in information retrieval) include min-hash LSH [18], min-max hash [58], and B-bit minwise hashing [85]. Additionally, variants of LSH have been developed for the Hamming distance [40, 54] and the \( \chi^2 \) distance (for data represented as a histogram) [43]. For more extensive review of the above LSH methods, refer to [5, 122, 125].

2.2.2 Theoretical Bounds

Another line of research, especially popular in the theoretical computer science community is exploring theoretical bounds of LSH. As this research area is continuously being updated, we briefly cover only the most up-to-date noteworthy results.

For the Euclidean distance on the unit sphere (the special case which is equivalent to the angular distance or cosine similarity used in many applications), spherical LSH [115] is known to have the best known provable guarantees, but has a very limited practical use because it is based on complex hash functions that are time consuming to evaluate. On the other hand, the seminal hyperplane LSH [20] has
worse theoretical guarantees, but works very well in practice. Andoni et al. [6] closes the gap between theory and practice. With their cross-polytope and multi-probing based LSH for the angular distance, they meet the optimal guarantee of [115], but also improves over the hyperplane LSH. They also provide a practical algorithm released as the FALCONN software package [104].

For the Hamming distance, [54, 95] prove the optimal lower bound. Also, [4] proves the tight bounds for the Euclidean distance. “Beyond LSH” [7] presents a new data-dependent data structure based on multilevel hashing for the approximate nearest neighbor problem in the Euclidean space (and in the Hamming space with a simple reduction) that is the first improvement over [4, 54] and the first data structure that bypasses the classic LSH lower bound by [95]. [8] makes further improvement over “Beyond LSH” with a better theoretical guarantee.

### 2.2.3 Performance Improvement

Several strategies have been proposed to improve the performance of the original LSH in various aspects.

**Space requirement** One of the main drawbacks of LSH is that in practice, it requires a large number of hash tables to achieve good search quality. Panigrahi et al. [99] proposed entropy-based LSH which attempts to reduce the storage requirement for LSH. It does so by using both the original query point and its randomly perturbed nearby points as additional queries to combine the candidate sets.

Another effort to reduce the storage requirement of LSH is the multi-probe LSH [64, 88]. It probes the matching hash bucket of a query as well as several other buckets in the same hash tables. The additionally probed buckets are the ones with hash keys not too distant from that of the colliding hash bucket. It was shown that the multi-probe LSH effectively reduced the space requirement by 90% in practice. However, these space reducing LSH methods are known to have longer query times.

**Parameter tuning** Another significant drawback of LSH is that it is sensitive to several model parameters which need to be chosen empirically. [33] provides automatic tuning scheme for parameters needed to run multi-probe LSH with performance
guarantees. Similar yet more specific analysis of LSH parameter selection scheme is presented in [112].

LSH Forest [12] was proposed to overcome the sensitivity of LSH against various parameters and data distributions. Each hash table is represented as a tree whose leaves correspond to each data point (the set of hash tables represented as a set of trees, hence the name “forest”). Any sub-trees that do not contain any data points are pruned. By having a flexible tree structure, LSH Forest can adapt to different data distribution and also to the situation where additional points are added or deleted. [9] provides an improved version of LSH Forest. Their simple modification is that for each node, they store a constant number of points close to the mean of the corresponding subset of the dataset, which are compared to any query point reaching that node. Not only being effective in practice, this modification of LSH Forest is also provably better than the best LSH algorithm for the Hamming space [54].

Query and data adaptive LSH Performance of LSH on a query point depends not only on the distribution of the data, but also on the local geometry in the vicinity of the particular query [33]. Thus, several works have developed query and data specific LSH. For example, [33] provides adaptive multi-probing scheme which determines the appropriate number of multi-probing buckets just enough to achieve the required search quality. Query-adaptive LSH was proposed in [57] where, for each query, the method picks the hash functions that are most likely to return the nearest neighbors from a large pool of random hash functions. [53] proposes a similar idea with their query-aware LSH. In the context of computer vision, Korman and Avidan proposed coherency-sensitive hashing where immediate spatial neighbors of points in the matching bucket of a query are also included in the approximate nearest neighbor search [76].

In reality, datasets are typically not distributed uniformly over the space, and as a result, the buckets of LSH are unbalanced, which causes the performance of LSH to degrade. Several works have sought to solve this problem. For example, [39] proposed data sensitive hashing which designs data-adaptive hash functions based on adaptive boosting and spectral techniques, treating the hash function family as a
introduced distribution density aware hashing which extends the random projection based LSH by first sub-grouping the data with the $k$-means algorithm, generating random projections that best separate each pair of groups, and then using maximum entropy principle to select the final set of random projections. [45] analyzed the non-uniform problem of the Euclidean LSH and proposed a pivot-based algorithm to accelerate the query process of the Euclidean LSH by using triangle inequality to prune the search process.

**Parallelism** Several works have sought to efficiently parallelize LSH. In [113], Parallel LSH was introduced which is designed to be extremely efficient, capable of scaling out on multiple nodes and multiple cores supporting high-throughput streaming of Twitter data. They utilized several novel ideas such as cache-conscious hash table layout, using a two-level merge algorithm for hash table construction, duplicate elimination during hash-table querying, an insert-optimized hash table structure, and efficient data expiration algorithm for streaming data.

In the distributed setting, each query requiring a network call per hash bucket look-up leads to a large network load. [10] proposed an efficiently distributed scheme for the entropy based LSH [99]. It used a layered hashing based on distributed entropy LSH using MapReduce and active distributed hash table to minimize the network cost while maintaining good load balance between different machines.

### 2.2.4 Applications

In the early days of LSH, it was successfully used in duplicate detection [18, 51, 89], link-based similarity search [24, 27], and image retrieval [44, 80, 111]. Recently, with the advent of “Big Data”, the demand for LSH has increased. LSH has been used extensively in a wider variety of application areas to deal with scaling issues of new massive and high-dimensional data. Recent application areas in the past few years include: speaker identification [110], music search [106], similarity join size estimation in databases [83], genome sequencing [15, 121], social network analysis [113, 132], motion planning in robotics [98], patch finding in images [77], in evolutionary algorithms...
for multi-solution optimization [138], lattice based cryptography [82], video anomaly detection [137], image forgery detection [2], signal processing [45], audio source separation [69], malware clustering [96], entity resolution [118], privacy preservation in cloud computing [136], geography analysis [135], and speech recognition [116].

2.2.5 Locality-Sensitive Hashing on Physiological Data

In this thesis, we extensively apply LSH on physiological time series data. Only a few studies have explored LSH in the healthcare and medical domain. LSH was applied in [65] where the focus was on introducing a kernel based method to adapt various types of similarity measures, demonstrated on pediatric ICU and surgical data. LSH was also used in indexing ECG time series using salient segmentation of data, but the data, containing only very short segments, was not large enough to show significant advantages [130]. Syed et al. [114] applied LSH to automatically discover patterns that distinguish between sequences belonging to different labeled groups. On symbolized ECG time series from patients with coronary syndromes, their LSH-based approach identified approximately conserved sequences of morphology variations that are predicative of future death. In [60], LSH was used to design a sensor fusion scheme to intelligently process wearable sensors with context awareness for the elderly. In contrast to these works, the datasets used in our study are orders of magnitude larger, and we examine the scaling properties of LSH.

2.2.6 Multilevel Locality-Sensitive Hashing

In Chapter 6, we introduce a multilevel LSH which hybridizes multiple distance measures in one framework. Two other notable works using multilevel LSH have been conducted in the field. Andoni et al. [7] introduced a two-level hashing method which results in the best lower bound complexity beyond the general LSH techniques. Data independent ball-carving LSH was used at the outer level and the data dependent spherical LSH was used at the inner level. However, this work only provides theoretical analysis of its method and lacks experimental evaluations or a practical imple-
Pammentation.

Pan et al. [97] also presented a two-level LSH method. In the first level, they use a random projection tree to partition the dataset into subgroups. Then in the second level, a single LSH hash table for each subgroup along with a hierarchical structure based on space-filling curves is computed. They demonstrated efficiency of their method over the standard LSH for image retrieval task. In contrast to our multi-layer framework which integrates multiple distance metrics, in [97], the first level operation is rather a data pre-processing step instead of being an actual layer of LSH, and only a single distance measure based on the Lp distance is used at the second level.

2.2.7 Frequency-based Locality-Sensitive Hashing

In Chapter 7, we propose LSH based on collision frequency counting. In [87], the authors proposed a frequency based LSH. It utilizes a single function based on the p-stable distribution as the hash function of a hash table and uses a frequency threshold to select only those points which collide with the query more than the threshold times as the candidate approximate nearest neighbors. On the other hand, our method can be used for any distance measures with a valid locality-sensitive hash function family.

In the database community, LSH based on dynamic collision counting was introduced, where the method uses a base of m single LSH functions to construct dynamic compound hash functions [38]. If the number of LSH hash functions under which a data point collides with the query is greater than a pre-specified threshold, the point is selected to be a candidate for the approximate nearest neighbors of the query. Both of the above methods are very sensitive to the value of the threshold, while our proposed method is threshold-free.

2.3 Acute Hypotensive Episode Prediction

The primary task of interest in this thesis is predicting acute hypotensive episodes with LSH. The 10th PhysioNet/Computers in Cardiology Challenge in 2009 first ad-
dressed the problem of predicting acute hypotensive episodes [91]. A small subset of the MIMIC II data [108] was made available to use, which included ECG and arterial blood pressure (ABP) signals, as well as the time series of vital signs sampled once per minute. The best performing model used the generalized regression neural network multi-models on the ABP data [50]. This approach requires extensive training of a neural network for each training sample, thus is ill suited for large scale problems. Moreover, despite the successful performance of many proposed solutions in the challenge, the size of the challenge dataset was very small (10 hours of lag data for each of 60 patients), and many proposed approaches would not scale well for realistic massive data. In contrast, the datasets used in our experiments are at least two orders of magnitude larger in terms of the number of patients.

With the advent of “big data” and time and space efficient cloud computing, machine learning is more readily applied to large repositories, see e.g. [120] which predicted acute event prediction with hidden state Markov modeling and [30]’s distributed feature selection for acute hypotensive episode prediction using wavelets optimized with Gaussian processes. In [29], a large scale machine learning and analytics framework, named beatDB, for mining knowledge from high resolution physiological waveforms was introduced where users can flexibly configure various set-ups of data, hypothesis defining, and algorithmic parameters. The utility of this framework was demonstrated for the acute hypotension prediction problem, but the choice of algorithm was limited only to logistic regression. Our work examines the scaling issue with respect to dimension and size of data, which was not a part of the above works.
Chapter 3

Data

In this chapter, we describe the datasets used to demonstrate our methodology. We define a critical event (acute hypotension) of our interest herein, provide an overview of the MIMIC II database, and discuss preprocessing steps and properties of our datasets.

3.1 MIMIC II Database

Our data comes from the MIMIC II (Multiparameter Intelligent Monitoring in Intensive Care) Database version 3 which contains physiologic signals and vital signs time series captured from patient monitors, and comprehensive clinical data obtained from hospital medical information systems, for tens of thousands of intensive care unit (ICU) patients [41, 92, 108]. It is one of largest clinical medical databases that are currently publicly available. Data were collected between 2001 and 2008 from a variety of ICUs (including medical, surgical, coronary care, and neonatal) at the Beth Israel Deaconess Medical Center in Boston, MA. The overview of the MIMIC II database is illustrated in Figure 3-1.

The MIMIC II database is composed of two distinct components.

- The Waveform Database contains records of continuous high-resolution physiologic waveforms and minute-by-minute numeric time series (trends) of physiologic measurements.
Figure 3-1: MIMIC II database overview. Image source: MIT Critical Data [25].

- The waveform measurements include a variety of blood pressure waveforms (e.g. arterial blood pressure (ABP), a signal of our interest herein), electrocardiogram waveforms (AVF, AVL, AVR, I, II, III, MCL, MCL1, V, V1, and V2), PLETH (uncalibrated raw output of fingertip plethysmograph), and RESP (uncalibrated respiration waveform, estimated from thoracic impedance).

- The numeric/trend measurements include non-invasive blood pressure, cardiac output, carbon dioxide output, heart rate, respiration rate, oxygen saturation, and temperature.

- The Clinical Database includes the general information (e.g. patient demographics, hospital admissions and discharge dates, room tracking, death dates, ICD-9 codes), medications, lab tests, fluid balance, clinical notes (e.g. discharge summary, nursing progress notes), and reports. These records have been de-identified.
Figure 3-2: An example of an acute hypotensive episode (red box).

Many, but not all, of the Waveform Database records are matched to corresponding Clinical Database records.

The database contains 25,328 distinct ICU stays from 22,870 hospital admissions. There were patients who were admitted to the ICU multiple times. For more extensive statistics of the MIMIC II database, refer to [108].

At the time of this thesis writing, the new MIMIC III database has been published [63]. The biggest change is the larger dataset acquired over a longer time span (2001-2012). MIMIC III is a superset of MIMIC II. However, since the physiological waveform repository of the MIMIC III was unreleased to the public at the time of conducting research for this thesis, we adhere to the MIMIC II data.

3.2 Acute Hypotensive Episode

In our work, we are particularly interested in predicting the acute hypotensive episode (AHE) event (figure 3-2), which is a sudden dropping of blood pressure that demands immediate attention and intervention. If left untreated, such episodes may lead to
irreversible organ damage and eventually death. Determining which intervention is proper largely depends on the diagnosis of the cause of the episode, which includes “sepsis, myocardial infarction, cardiac arrhythmia, pulmonary embolism, hemorrhage, dehydration, anaphylaxis, effects of medication, insufficient cardiac output, or vasodilatory shock” [91]. Typically, the best intervention is rather a suboptimal, yet relatively safe one which buys enough additional time to select more effective care plan without exposing the patient to additional risks.

It is known that about one third of patients in ICUs experience AHE, and the mortality rate of patients with AHE is more than twice that of patients without AHE [91]. Thus, AHE is a critical event in ICUs, requiring immediate medical intervention from hospital staff. Developing a good event predictor that can trigger timely and appropriate proactive intervention would make a significant contribution.

The definition of AHE differs from physician to physician. In this thesis, we follow the one used in the 2009 Physionet Challenge [91].

**Definition 1.** AHE is defined as an interval in which at least 90% of the non-overlapping one-minute means of the arterial blood pressure waveform (MAP) were in the acute hypotensive range during any 30-minute window within the interval. The acute hypotensive range is defined to be under 60 mmHG (millimeters of mercury).

The definition of AHE can actually be parametrized according to the time window we consider (e.g. 30 minutes), the threshold for the acute hypotensive range (e.g. 60 mmHG), and the percentage of beats whose MAP is too low (e.g. 90%). For the impact of these parameters on the prediction accuracy and associated sensitivity analysis, one should refer to the previous study conducted in [28].

### 3.3 Preprocessing

In this thesis, we focus on arterial blood pressure (ABP) waveforms since AHE is defined solely in terms of ABP. ABP waveforms (Figure 3-3) are recorded using arterial catheterization and a pressure sensor probe sampling at 125 Hz from a single
channel. The arterial line is connected to a tube filled with a saline solution, which is connected to a pressure bag. A pressure transducer is placed in the tube and converts pressure into an analog electrical signal measured at 125 Hz. The measurement is subject to noise from various sources including transducer placement, clotting in the arterial catheter, and device failures [28]. The Waveform Database of MIMIC II contains 6,232 patient ABP records. Given a sampling rate of 125 Hz and 240,000 hours of ABP data, there are 108 billion sample points.

For each patient record, we preprocess and validate this data by applying the onset detection algorithm on the ABP waveform to find the beginning and end of each beat and by examining its validity as a beat [120]. Beat detection reveals approximately 1.2 million beats of which approximately 0.9 million are valid [28, 120].

Then, for each beat, we calculate its corresponding mean arterial pressure (MAP) value since AHE is defined in terms of MAP. MAP is defined as a time-weighted average of systolic and diastolic pressure. The systolic pressure (the contraction phase of the heart) is the peak of blood pressure in a single beat whereas the diastolic pressure (the relaxation phase of the heart) corresponds to the minimum blood pressure in a beat (Figure 3-3). The ventricles approximately spend 1/3 of their time in systole and 2/3 of their time in diastole. MAP is defined as follows.

**Definition 2.** \( \text{mean arterial pressure} = \left( \frac{2}{3} \times \text{diastolic pressure} \right) + \left( \frac{1}{3} \times \text{systolic pressure} \right) \).

Then, we transform the time series of per-beat MAP values to the time series of per-minute average of MAP values for each patient (recall that AHE is defined in
Since patients’ recordings can include jumps in time due to various source of signal artifacts, we treat a signal with an interruption as two individual segments if the gap in the original signal is longer than 5 seconds. Thus, there can be multiple segments of one-minute average MAP values for each patient.

Lag is the duration of the historical (training) data that the prediction model is based on, prior to the event window (Figure 3-4). We further divide the dataset into positive and negative sets. From the segments that include the presence of the AHE event in their time span, each sample in the positive set consists of lag minutes of time series prior to the beginning of the AHE event. In case where the available amount of data is less than lag minutes prior to the event, we discard such data. Thus, the shorter the lag is, the more data we are able to extract. On the other hand, the negative set is composed of samples that are randomly sampled lag minutes of time series from the segments that do not embrace any AHE event. We assign each of the positive and negative segments a label of 1 and 0, respectively. Like many critical event data, our data is naturally highly skewed toward AHE negatives.

3.4 Three Datasets

We use the following three datasets in our experiments.

1 Lead time (Figure 3-4) defines how much in advance we make prediction prior to the event window. In this study, we fix the lead time as zero. For the impact of lead time on prediction performance, refer to [28, 75].
Data\textsubscript{Lag 300, 1x} We select patients who have segments of lag = 300 minutes of contiguous signal \((d = 300, 300\) dimensional\)\textsuperscript{2}, which results in 6,467 segments. The data has 476 AHE positive (7.36\%) and 5,991 AHE negative (92.64\%) segments. We set 6,467 as the unit dataset size and refer to it as 1x data for convenience. We use this dataset as the main representative one to demonstrate our methods in the later chapters.

Data\textsubscript{Lag 30, 10x} If we lower the minimum duration of a valid segment, we can extract even bigger datasets. This time, we select patients who have segments of lag = 30 minutes of contiguous signal \((d = 30, 30\) dimensional\), which results in 53,857 segments. The data has 3,694 AHE positive (6.86\%) and 50,163 AHE negative (93.14\%) segments. Since the size of this dataset is an order of magnitude larger than that of Data\textsubscript{Lag 300, 1x}, we simply refer this dataset as 10x sized data.

Data\textsubscript{Lag 30, 1x} We sub-sample (without replacement) from Data\textsubscript{Lag 30, 10x} to construct a data set with lag of 30 mins and size equal to 6,467. It has the same class balance as Data\textsubscript{Lag 30, 10x}. Since it has the same dataset size as Data\textsubscript{Lag 300, 1x}, we refer to this as 1x sized data.

The last two data sets are used to experiment with LSH with respect to scale, duration of lag, and dimensionality. In the chapters to follow, we investigate the scaling impact of the data quantity (1x versus 10x) on the retrieval/prediction accuracy and querying speed of LSH by comparing results based on Data\textsubscript{Lag 30, 1x} and Data\textsubscript{Lag 30, 10x}. Likewise, we measure the impact of the lag duration (300 versus 30) on the retrieval/prediction accuracy and querying speed by comparing experimental results based on Data\textsubscript{Lag 300, 1x} and Data\textsubscript{Lag 30, 1x}.

3.5 Data Properties

In this section, we explore and describe the properties of our datasets introduced in the previous section. In particular, we focus on our main dataset, Data\textsubscript{Lag 300, 1x}.

\textsuperscript{2} We define the dimensionality of data as the length of time series.
3.5.1 Descriptive Statistics

We first take a look at the distribution of the whole data (regardless of individual segments). Summarized in Table 3.1, the whole data has a mean MAP of 79.27 with a standard deviation of 15.09 (in mmHG). The AHE negative data has a very similar profile of having a mean of 80.41 with a standard deviation of 14.73. In contrast, the AHE positive data has a significantly lower mean of 64.94 with a standard deviation of 11.89. Although our datasets contain only the lag minutes of data prior to the event window (the sample points in the event window are not part of the dataset and they are only used to define the class label), we observe that the AHE positive dataset in general has a lower mean. However, we also note that the margins of error of AHE positive and negative datasets overlap with each other, which makes the prediction problem of AHE challenging. Figure 3-5 illustrates the distribution of the whole data.

Next, we examine per segment data statistics. In particular, we look at the mean and standard deviation within individual segments. For each time series segment, we
Figure 3-6: Distribution of per segment means for Data$_{Lag\ 300,\ 1x}$. Frequencies of each kind of data are relative to its own data size. AHE positive data has a lower mean than the AHE negative data.

Table 3.1: Data statistics for Data$_{Lag\ 300,\ 1x}$ (unit: mmHG).

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>AHE Positive</th>
<th>AHE Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole Data</td>
<td>79.27 ± 15.09</td>
<td>64.93 ± 11.89</td>
<td>80.41 ± 14.73</td>
</tr>
<tr>
<td>Per Segment Mean</td>
<td>79.27 ± 12.77</td>
<td>64.93 ± 8.98</td>
<td>80.41 ± 12.32</td>
</tr>
<tr>
<td>Per Segment Standard Deviation</td>
<td>7.31 ± 3.36</td>
<td>7.11 ± 3.23</td>
<td>7.33 ± 3.37</td>
</tr>
</tbody>
</table>

calculate the mean and standard deviation. It gives us the average value and the degree of variability within a single segment. Figure 3-6 shows the distribution of the per segment means. Summarized in Table 3.1, it presents the same trend as the previous case that the AHE positive data has a lower mean while the AHE negative and the total data has almost identical profiles. It shows the same means as the means for the whole data (without per segment differentiation) because the mean of means of individual segments is equal to the mean of the whole data. Only the standard deviation of means slightly differs from the standard deviation of the whole data.

As a reminder, AHE is a sudden dropping of blood pressure. One could question
Figure 3-7: Distribution of per segment standard deviations for DataLag 300, lx. Frequencies of each kind of data are relative to its own data size. There is no significant difference between the AHE positive and negative data.

If there is a larger variability in the AHE positive data. So, to check whether the AHE positive data has a larger variability within the segments (precursor to the event window), we compare the per segment standard deviations (Figure 3-7). From the figure and Table 3.1, we observe that there is no significant difference between the standard deviations for the AHE positive and negative data. This makes AHE prediction a challenging problem.

### 3.5.2 Interpoint Distance

Besides the descriptive statistics of our data, we provide another angle on looking at the data by examining the distribution of interpoint distances in the data. The interpoint distance between two points is defined as follows.

**Definition 3.** For a point $q$, its interpoint distance (IPD) to another point $p$ under a distance measure $D$ is equal to the distance between $q$ and $p$ divided by the distance.
between $q$ and the nearest neighbor (NN) of $q$.

\[
IPD(q, p)_D = \frac{||q - p||_D}{||q - NN_q||_D}
\]

It effectively measures how other points besides the nearest neighbor are distributed in the unit of the distance between the query point and its closest point. For each point $q$, we get a distribution of interpoint distances. To obtain the distribution for the whole data, we average the individual distributions over all $q$.

Figure 3-8 (Top) shows the average interpoint distance distribution under L1 distance. It has a long tail distribution with a mean of 4.15 and a standard deviation of 2.21. On average, data points are located 4.15 times farther away from the distance between a query and its nearest neighbor. It agrees with the previous study [126] that the distribution of the L1 distance between two arbitrary points follows the log-normal distribution. Likewise, Figure 3-8 (Bottom) shows the average interpoint distance distribution under the cosine distance. It follows the Gaussian distribution and has a mean of 3.50 with a standard deviation of 0.94. Thus, in the metric space of the cosine distance, the points in the dataset are more tightly grouped together compared to the points in the metric space of L1. In general, as the distribution moves to the left (toward IPD of 1), finding the correct nearest neighbor becomes harder as there is more chance for “any” points to be the nearest neighbor (i.e. higher false positives). Overall, the main implication is that even on the same dataset, the distributions of neighbors differ when measured with different distance metrics. Thus, we have to be careful how we apply each distance metric on the data in our LSH methods and subsequent analysis.
Figure 3-8: Average distribution of interpoint distances under (Top) L1 and (Bottom) cosine for Data\textsubscript{Lag 300, lx}.
Chapter 4

Locality-Sensitive Hashing for Waveform Retrieval

This chapter addresses the question of how we can achieve fast, yet accurate retrieval of similar physiological waveform time series for a given query. To answer this, we propose to apply locality-sensitive hashing (LSH). We explain the procedures of LSH in detail. When compared to the linear $k$-nearest neighbor search, we show that the LSH method largely speeds up the retrieval time of similar physiological waveforms without sacrificing significant accuracy, but LSH is highly sensitive to its hyper-parameter values. We also investigate the question of how dimension and quantity of data impact retrieval performance and observe that using data with a lower dimension and a larger quantity each improves retrieval accuracy and speed. Our specific demonstrations and evaluations use arterial blood pressure waveforms extracted from the MIMIC II database. The main content of this chapter was published in [73].

4.1 Motivation

Although the naive nearest neighbor (NN) search method [23] for retrieval works very well in practice with moderately sized data, its performance deteriorates rapidly for large, high-dimensional data. Our goal is to build a scalable, efficient retrieval system for high-dimensional massive physiological data, which has a significantly
faster querying time, while maintaining the retrieval quality in a reasonable range in comparison to the linear search. In order to achieve this goal, we propose a retrieval method based on LSH [54], which allows a very fast approximate NN search in high dimensions. Whereas the naive NN method searches for the exact NNs, LSH aims to speed-up the search process by looking for approximate NNs instead. Approximate neighbors are valuable because even in the exact search, the distance measure $D$ is also only an approximation to the ground truth.

In this chapter, the main research question is whether LSH is advantageous in terms of querying speed and retrieval accuracy, and by how much, compared to $k$-nearest neighbor (KNN) method. Our evaluations include sensitivity analysis of LSH performance with respect to its hyper-parameters, as well as dimension and quantity of data. To the best of our knowledge, this work is the first application of LSH on the retrieval task of physiological time series referencing a repository with tens of thousands of patients.

4.2 Method

In this section, we define the properties of locality-sensitive hash functions, explain three examples of locality-sensitive hash function families, lay out the procedures of LSH, and discuss the advantages of using LSH on physiological time series. We emphasize that this section will serve as a foundation for other event prediction methods to be presented in Chapters 5, 6, and 7.

4.2.1 Locality-Sensitive Hash Function Family

The central idea of LSH is to hash data points by multiple locality-sensitive hash functions with a special property that, for each hash function, the probability of hashing to the same hash value (i.e. collision) is much higher for points close in high-dimensional space than those that are far away from each other. This similarity preserving property is what distinguishes LSH from the conventional hashing as the goal of the latter is to avoid collisions even for close points. To preserve this similarity-
based locality, a hash function $h$ is chosen from a hash function family $H$ that is $(R, cR, P_1, P_2)$-sensitive, i.e., for any points $p, q \in \mathbb{R}^d$,

- if $\|p - q\| \leq R$, then $\Pr_h[h(p) = h(q)] \geq P_1$
- if $\|p - q\| \geq cR$, then $\Pr_h[h(p) = h(q)] \leq P_2$

for constants $c, R > 0$, and $0 \leq P_2 < P_1 \leq 1$. The parameter $\rho = \frac{\log 1/P_1}{\log 1/P_2}$, which can usually be expressed in terms of the distance gap $c$, determines the search performance. The smaller $\rho$ is, the faster the search performance is. The difference between $P_1$ and $P_2$ should ideally be large to increase the probability of collision. This is done by applying multiple hash functions.

There exists a direct correspondence between a distance metric and its associated family of locality-sensitive hash functions. However, it is important to note that for many distance metrics, the corresponding hash families have not been developed. Here, we experiment with three hash families that map the points in the original space to the binary Hamming space.

**Bit Sampling based LSH for the L1 Distance: L1LSH**

In our study, we utilize the hash function family for the L1 distance, proposed in [40, 54], $H_{L1} = \{h : \mathbb{X}^d \rightarrow \{0, 1\}\}$ such that

$$h(p) = \begin{cases} 
0 & \text{if } p_i < t_i \\
1 & \text{if } p_i \geq t_i
\end{cases}$$

where $p_i$ is the value on the $i^{th}$ coordinate of $p \in \mathbb{X}^d$. $i$ is a single dimension of the data chosen uniformly at random from $\{1, \ldots, d\}$ and $t_i$ is a threshold chosen uniformly from the range of the data in that particular dimension. We choose this family of hash functions because it is parameter-free and requires no tuning, unlike other more sophisticated hash families for L1 [4]. Plus, this family is equivalent to the thoroughly studied bit sampling based hash function family for the Hamming distance. $d$-dimensional $P$ (the set of $N$ points) can be embedded into the Hamming cube of
dimension \( d' = wd \) by applying a unary function on each coordinate in \( P \), where \( w \) is the largest coordinate of all points in \( P \). It is a known fact that the Hamming distance on this embedded space preserves the L1 distance in the original space. For the detailed implementation procedures, analysis, and theoretical justification, one should refer to [40, 54].

**Random Projection based LSH for the Cosine Distance: COSLSH**

The second family we investigate is the random projection based locality-sensitive hash function family for the cosine distance. For \( p, q \in \mathbb{X}^d \), the angle between them is \( \theta(p, q) = \arccos\left(\frac{p \cdot q}{\|p\| \|q\|}\right) \). Charikar et al. [20] defines the locality-sensitive hash function family for the cosine distance, \( H_{\cos} = \{h : \mathbb{X}^d \rightarrow \{0, 1\}\} \) such that

\[
h_r(p) = \begin{cases} 
0 & \text{if } p \cdot r < 0 \\
1 & \text{if } p \cdot r \geq 0
\end{cases}
\]

where \( r \in \mathbb{R}^d \) is constructed by picking each coordinate of \( r \) from the isotropic Gaussian distribution \( N(0, 1) \). This hash function is equivalent to dividing the original \( d \)-dimensional space into two subspaces by a randomly chosen hyperplane \( r \), and the hash value is determined by on which side of the hyperplane \( p \) lands. Unlike L1LSH, which randomly and independently selects only a single dimension to generate a hash value at a time, COSLSH has a property that the random projection simultaneously considers all dimensions together.

The cosine distance in LSH has a strict requirement that the data must lie on a unit sphere. Data normalization is a safe preprocessing step in many application areas, but using COSLSH alone is not desirable for physiological time series since the meaningful amplitude information gets lost due to normalization.

**Random Projection based LSH for the Euclidean Distance: E2LSH**

The third hash function family we investigate is the random projection based locality-sensitive hash function family for the Euclidean distance (E2LSH) [26], \( H_{E2} = \{h : \)
\( X^d \to \{0, 1, \ldots, w\}\) such that

\[
h_{r,b}(p) = \left\lfloor \frac{p \cdot r + b}{w} \right\rfloor
\]

where \( w \in \mathbb{Z}^+ \) is the discrete quantization step chosen according to the data and the offset \( b \) is randomly drawn from the uniform distribution from 0 to \( w \). The inner product \( p \cdot r \) is the projected value of \( p \in \mathbb{R}^d \) onto the direction \( r \), where the projection vector \( r \in \mathbb{R}^d \) is constructed by picking each coordinate of \( r \) from the isotropic Gaussian distribution \( N(0, 1) \). The quantization step \( w \) influences the performance of E2LSH as it controls the resolution (fine or coarse grained) of the space of valid hash values. It needs to be chosen empirically. Unlike L1LSH which randomly and independently selects only a single dimension to generate a hash value at a time, E2LSH has a property that the random projection simultaneously considers all dimensions together at a cost of involving an extra parameter \( w \). To compare E2LSH to L1LSH and COSLSH in the binary hash value space, we experiment with \( w = 2 \) in this work.

### 4.2.2 Locality-Sensitive Hashing Construction (Indexing)

LSH has a fixed cost construction (i.e. data indexing) phase that supports subsequent retrievals. The overall procedure is illustrated by the red arrow in Figure 4-1. We construct \( L \) hash tables each using \( m \) independently selected hash functions over the reference set. For indexing (details described in Algorithm 1), we select \( m \) functions such that \( g_l = (h_{1,l}, h_{2,l}, \ldots, h_{m,l}) \) for each \( l = [1, 2, \ldots, L] \). The hash functions \( h \)'s are randomly chosen from a LSH family \( H \) (lines 3-4). Then, we construct \( L \) independent hash tables where each hash table \( T_l \) contains the dataset points hashed using the function \( g_l \) (line 5). The value of \( g_l \) for each data point defines its hash key for its corresponding hash bucket.

When hashed by \( g \), in order for two points \( p \) and \( q \) to belong to the same hash bucket, their hash values have to match for every one of \( m \) distinct hash functions \( h \). Therefore, the larger/smaller the quantity \( m \) of hash functions, the stricter/more-
Figure 4-1: The overview of LSH construction (red arrow) and retrieval (blue arrow) procedures for a single hash table. For construction, similar waveforms are indexed into the same hash buckets. For retrieval, a query is first hashed to find the points included in its matching bucket in the hash table. Then, we linearly compute the distance between the query and such set of points (the candidate set with a size significantly smaller than that of the reference set) to retrieve the approximate nearest neighbors of the query. For multiple tables, the final candidate set for the linear similarity search consists of the union of the points included in all matching buckets from all $L$ hash tables.

Applying $m$ random hash functions $h$ on all $n$ points in $P$ for each $l = 1, ..., L$

$g_l(p) = (h_{1,l}(p), \ldots, h_{m,l}(p))$

A hash table, organized by hash keys, is to be used for inverse-lookup. It can return all items corresponding to a certain hash key in constant time independent of the data size. This is the key to achieving speed-up in LSH. It is important to note that LSH tables only need to store the pointers to the data instead of the original data itself. By applying standard hashing to store only non-empty buckets, it creates only a trivial additional memory cost of only $O(nL)$. 

approximate the match. This parameter $m$ is what we will explore experimentally to derive an optimal trade-off in accuracy and speed up. When setting up the standard LSH, the desirable number of hash functions used per table is the number that would partition the original data as uniformly as possible over all possible hash buckets so that each bucket contains only a small amount of the data.
Algorithm 1 Standard Locality-Sensitive Hashing: Indexing

Require: \( m \), number of hash functions per table; \( L \), number of hash tables; \( X \), reference data; \( H \), hash function family

1: procedure LSH-INDEXING\((m, L, X, H)\)
2: for \( l = [1, 2, \ldots, L] \) do
3:  Sample \( m \) hash functions \( h_{ij,i} \) uniformly random from \( H \)
4:  \( g_l \leftarrow (h_{1,i}, h_{2,i}, \ldots, h_{m,i}) \)
5:  Hash table \( T_l \leftarrow g_l(X) \) \quad \triangledown \text{all data hashed into tables}
6: end for
7: Return all \( T_l \)'s (T) and \( g_l \)'s (g)
8: end procedure

4.2.3 Locality-Sensitive Hashing Retrieval (Querying)

The goal of querying is to retrieve the nearest database items to a given query. The overview is presented by the blue arrow in Figure 4-1. The algorithmic procedures are laid out in Algorithm 2. For retrieval by the standard LSH, we

1. hash a query by the same set of hash functions \( g_l \)'s used for indexing (line 4),

2. compose the candidate set, which is defined as the union of all points contained in the colliding hash buckets of the query from each hash table (line 5), and

3. retrieve a group of \( k \) items that are most similar to the query by the linear search within the candidate set (lines 7-8). We call this step short-listing.

The short-listing by the linear search (line 7-8) is the major bottleneck of the LSH querying procedure, which takes 95% or more of the overall running time.

There are two LSH parameters, the number of tables constructed \((L)\) and the number of hash functions used per table \((m)\), which need to be chosen empirically. The optimal pair of \((m, L)\) provides the most efficient data structure to index the data for the fastest and the most accurate retrieval and prediction. To increase the precision of collision, \( m \) should be large enough to reduce false positives. On the other hand, in order to increase recall, \( L \) should be large enough. As the quantity of tables goes up, more approximate matches, each from different tables, are possible which increases the chance of finding the exact nearest neighbors of the query. The choice of the LSH parameters, \( m \) and \( L \), depends on the specific application and
Algorithm 2 Standard Locality-Sensitive Hashing: Querying

Require: $q$, the query; $T$, hash tables; $g$, hash functions; $k$, number of NNs to retrieve

1: procedure LSH-Querying($q, T, g, k$)  
2: $C = \emptyset$  
3: for $l = [1, 2, \ldots, L]$ do  
4: \hspace{1em} $S = \{x \in X | g_l(x) = g_l(q)\}$  
5: \hspace{1em} $C \leftarrow C \cup S$  
6: end for  
7: Compute distances from $q$ to each element in $C$  
8: Return $k$ elements with the smallest distances  
9: end procedure

the underlying distribution of the dataset. In some cases, the size of the candidate set is smaller than $k$ and the query fails to retrieve $k$ NNs. Such case where the $k$ nearest neighbors of the query can not be retrieved is called a miss. It is important to note that the search time of LSH is guaranteed to be sub-linear to the size of the data [40], compared to the linear time cost of the naive KNN method. This can make a significant difference in search time in a massive data repository.

4.2.4 Advantages of Locality-Sensitive Hashing

There are several advantages of using LSH on physiological time series data. First, by transforming the high dimensional data into the space of short hash values generated by $m$ hash functions, we effectively achieve dimensionality reduction to a lower order embedding space where the notion of similarity is well preserved. Moreover, while KNN suffers from the selection bias of the distance metric, LSH inherently offers a broader, less-biased coverage over the non-linear characteristics of waveform signals because each hash function $h$ serves as a different basis of comparing points with a low resolution, “weak” similarity. Furthermore, both LSH construction and retrieval processes can easily be distributed since each table is generated and queried independently. Also, it is scalable because for new data, only the small step of applying the stored hash functions $g$ is needed, which does not require another pass over the entire data.
4.3 Experiment

**Baseline** Given a pair of LSH parameters \((m, L)\), for each query, we find \(k\) approximate NNS via LSH and compare them to those from the linear KNN search. It is complicated to evaluate nearest neighbor retrieval accuracy because there is no ground truth, i.e., no single notion of similarity is perfect, each being dependent on some distance metric. Practically, we proceed by using the linear KNN method as our baseline. It returns the result of an exhaustive linear search, and LSH will be compared to this “most accurate” (though most costly) method in terms of retrieval accuracy and querying time. KNNs with L1, cosine, and Euclidean as a distance metric will be compared to L1LSH, COSLSH, and E2LSH, respectively. Using the same distance metric as KNN in the final linear search step (short-listing) of LSH unifies the comparison basis.

**Performance Measures** To compare LSH to KNN, we formalize two performance measures: retrieval accuracy and speed-up factor. We define the retrieval accuracy as the recall, i.e. the fraction of the exact \(k\)-nearest neighbors that are also retrieved by LSH. We let \(K(q)\) denote the approximate \(k\)-NNs of the query \(q\) retrieved by LSH and \(I(q)\) denote the exact \(k\)-NNs obtained by the linear KNN. So, mathematically, the retrieval accuracy (recall) is \(|K(q) \cap I(q)|/|I(q)|\). We do not consider the order within the \(k\)-NNs, but care only about the intersection between two sets. Accordingly, the overall retrieval accuracy is the average of the individual accuracies over all queries.

For cost, we are only interested in the querying time because the space requirement and the offline construction cost of hash tables are both linear in the number of hash tables and the dataset size [33]. Thus, we investigate the retrieval time, where the speed-up factor of LSH is the retrieval time of a query by LSH relative to that by the linear method. The major part of query processing in LSH is scanning through the candidate set to find the \(k\)-NNs of a query (short-listing). Empirically, we find that this step accounts for more than 95% of the total querying time. The time to apply the hash functions on the query and to locate its matching hash buckets to scan
account for the other 5%. The querying time is mostly spent on computing distances between each point in the candidate set and the query, and is thus proportional to the size of the candidate set. We let \( C(q) \) denote the candidate set of a query \( q \). We define selectivity as \( |C(q)|/N \), where \( N \) is the size of the whole dataset. Selectivity is a good indicator of the querying time that is independent of specific hardware configurations or the choice of programming languages. Thus, we define the speed-up factor of LSH as the inverse of selectivity.

**Additional Information** We define the optimal values of \((m, L)\) as the parameters that result in the fastest retrieval time among the ones with retrieval accuracies higher than 95%. We perform a grid search by varying \( m \) from 5 to 100 with an increment of 5 and \( L \) from 10 to 100 with an increment of 10. We apply the above procedure to retrieve 1-NN, 5-NNs, and 10-NNs. We demonstrate LSH mainly on Data\textsubscript{Lag 300, 1x}. For the purpose of the retrieval task, this dataset both serves as the reference set from which neighbors are retrieved and as the set of queries. We verify the correctness of our method by checking whether it always retrieves the query itself.

**4.4 Results and Discussion**

**4.4.1 Nearest Neighbor Retrieval**

**L1LSH** Figure 4-2 shows the trade-off between the retrieval quality and time for L1LSH. Each point represents the average retrieval accuracy and the speed-up factor of LSH over 10 trials for each pair of \((m, L)\). The square boxes indicate the optimal parameters for each neighborhood size, \( k \). For 1-NN, with \((m, L) = (30, 40)\), we achieve the optimal nearest neighbor retrieval 12 times faster with LSH than the linear search, while sacrificing less than 5% accuracy. For 5-NNs and 10-NNs, we find the optimal LSH parameters are \((30, 50)\) and \((30, 60)\), respectively, and we still get reasonable retrieval times 8.5 and 7 times faster with LSH than the linear search.

For fixed \( m \) and \( L \), only the retrieval accuracies degrade with an increasing \( k \) while the retrieval times remain almost the same. This is an expected behavior since
it is much harder for the farthest neighbors among the $k$-NNs from both methods to match for a large $k$, while retrieving more neighbors adds only a negligible time cost.

While all queries successfully return their 1-NNs, the fraction of queries that are not able to retrieve the requested number of NNs (i.e. the miss cases where the size of the candidate set of a query was smaller than $k$) was merely 0.11% and 0.19% of the entire data for 5-NNs and 10-NNs, respectively.

While LSH is faster and close to the accuracy of KNN, it does incur two preliminary costs: time to hash the data over $L$ tables and storing hash tables. We investigated the break-even point of this cost with respect to query time saved relative to the linear search time. Given the target accuracy and speed-up factor, the time to construct the optimal LSH data structure was approximately equivalent to the retrieval time of 15% of the total queries (by the wall clock time). So after processing 15% of the queries, we would have saved enough time to make up for the cost.
COSLSH Figure 4-3 shows the trade-off between the retrieval accuracy and speed-up factor for COSLSH. The square boxes indicate the optimal parameters for each $k$. For 1-NN, with $(m, L) = (10, 60)$, we achieve the optimal nearest neighbor retrieval 7.9 times faster with LSH than the linear search, while sacrificing less than 5% accuracy. For 5-NNs and 10-NNs, we find the optimal LSH parameters are $(10, 70)$ and $(10, 80)$, respectively, and we get retrieval times 7 and 6.3 times faster with COSLSH than the linear KNN search.

E2LSH Figure 4-4 shows the trade-off between the retrieval accuracy and speed-up factor for E2LSH. The square boxes indicate the optimal parameters for each $k$. For 1-NN, with $(m, L) = (100, 40)$, we achieve the optimal nearest neighbor retrieval
Figure 4-4: Trade-off between retrieval accuracy and speed-up factor of E2LSH performance relative to the linear KNN. Each point corresponds to a parameter configuration of LSH. Squared points indicate the optimal parameters for different values of $k$.

8.2 times faster with E2LSH than the linear search, while sacrificing less than 5% accuracy. For 5-NNs and 10-NNs, we find the optimal LSH parameters are (100, 60) and (100, 70), respectively, and we get retrieval times 5.8 and 5.6 times faster with E2LSH than the linear KNN.

From the above observations, it may look like there exists a heuristic that only the optimal $L$ increases for increasing $k$ while the optimal $m$ remains unchanged. However, when we examine this heuristic on other datasets besides Data$_{1x}$, the heuristic does not hold and the pattern in our observations is likely to be a coincidence.

**Comparison** In Figure 4-5, we compare L1LSH, COSLSH, and E2LSH on a wider range of retrieval accuracy (y-axis) from 0.5 to 1. While there is not much difference between them in the region of high retrieval accuracy and low speed-up, the general trend shows that COSLSH has a higher speed-up than L1LSH and that L1LSH has
Figure 4-5: Comparison of the retrieval accuracy and speed-up trade-off profiles of L1LSH, COSLSH, and E2LSH. Each point corresponds to a parameter configuration of LSH. For a given accuracy, speed-ups are in the order of COSLSH, L1LSH, and E2LSH from the fastest to the slowest.

A higher speed-up than E2LSH for a given retrieval accuracy. We explain that the difference comes from the difference in the distribution of hash bucket sizes among L1LSH, COSLSH, and E2LSH. When constructing hash tables, points are distributed and indexed more uniformly with COSLSH than L1LSH and E2LSH, and thus result in a smaller average selectivity leading to a higher speed-up. This phenomenon will be explained in more depth in Section 5.4.3.

4.4.2 Sensitivity Analysis

The performance of LSH is known to be sensitive to several parameters. In this section, we present the sensitivity analysis of retrieval accuracy and speed-up factor with respect to the number of hash functions and the number of hash tables. We use L1LSH as a representative to demonstrate. Figure 4-6 shows such analysis for retrieval accuracy. From Figure 4-6 (Top), we observe that the retrieval accuracy decreases with increasing $m$. As hash buckets become more fine-grained with increasing $m$,
there is a larger chance for two similar points to belong to different buckets if hash buckets are too fine-grained. Figure 4-6 (Bottom) shows that the retrieval accuracy increases with increasing $L$. The improvement diminishes for large $L$ as there are more overlaps among the elements from colliding hash buckets for large $L$.

Sensitivity analysis of the speed-up factor is presented in Figure 4-7. Figure 4-7 (Top) shows that the speed-up factor increases exponentially as $m$ becomes larger. As more hash functions are applied to hash, the number of possible hash buckets become exponentially large (e.g. $2^m$ for binary hash functions). Thus, the average number of points belonging to a single hash bucket will decrease accordingly, resulting in a smaller selectivity and larger speed-up. In Figure 4-7 (Bottom), we observe that the speed-up factor exponentially decreases as $L$ increases. This is expected because as we add more hash tables to increase recall, the size of the candidate set becomes larger. This leads to a linear search (short-listing) on a larger search space, leading to a decreased speed-up.

### 4.4.3 Impact of Dimension and Quantity of Data

For retrieval, the lag duration corresponds to the dimensionality of data. As discussed in Chapter 3, by reducing the lag duration, we are able to extract a much larger dataset, allowing us to examine scaling. Figure 4-8 (Top) shows the comparison of L1LSH on three different datasets ($\text{Data}_{\text{Lag 300, 1x}}$, $\text{Data}_{\text{Lag 30, 1x}}$, and $\text{Data}_{\text{Lag 30, 10x}}$) for retrieval based on 1-NN. From this, we can deduce two effects: the impact of the data dimensionality and of the data quantity on the retrieval accuracy and querying speed.

First, we can observe the impact of the dimensionality by comparing the accuracy-speed trade-off profiles between $\text{Data}_{\text{Lag 300, 1x}}$ (red) and $\text{Data}_{\text{Lag 30, 1x}}$ (green). The accuracy-speed trade-off profile of $\text{Data}_{\text{Lag 30, 1x}}$ lies above that of $\text{Data}_{\text{Lag 300, 1x}}$. For a given speed-up, we observe that the retrieval is more accurate on the data with a lower dimensionality. It agrees with the general perception that comparing time series with a lower dimensionality is more accurate than that with a higher dimensionality as the distance measures become less effective as the dimensionality becomes higher.
Second, the impact of the data quantity can be deduced by comparing the accuracy-speed trade-off profiles between Data\textsubscript{Lag 30, 10x} (blue) and Data\textsubscript{Lag 30, 1x} (green). We observe that the accuracy-speed trade-off profile of Data\textsubscript{Lag 30, 10x} sits well above that of Data\textsubscript{Lag 30, 1x}. It implies that for a given accuracy, the speed-up effect is much higher on a larger dataset. This agrees with the property of LSH that it has a sub-linear time complexity to the size of the dataset. Thus, as the size of data becomes larger, the efficiency of LSH will be more apparent. We observe the identical patterns with COSLISH and E2LSH, as presented in Figure 4-8 (Middle) and Figure 4-8 (Bottom), respectively.

4.5 Chapter Conclusion

We proposed a fast, yet accurate and scalable locality-sensitive hashing method for the retrieval problem of finding similar physiological waveform time series. We demonstrated effectiveness of this method on our arterial blood pressure time series repository extracted from the MIMIC II database. With LSH for various distance metrics, we achieved an order of magnitude speed-up with the cost of decreasing the retrieval accuracy by 5% compared to KNN. With this efficient retrieval method, we extend our work to the problem of predicting acute, critical events in intensive care units in the next chapter.
Figure 4-6: Sensitivity analysis of the retrieval accuracy with respect to (Top) the number of hash functions \((m)\) per table and (Bottom) the number of hash tables \((L)\) for L1LSH.
Figure 4-7: Sensitivity analysis of the speed-up factor with respect to (Top) the number of hash functions ($m$) per table and (Bottom) the number of hash tables ($L$) for L1LSH.
Figure 4-8: Trade-off between retrieval accuracy and speed-up factor of LSH relative to KNN on Data\text{Lag 300}, 1x, Data\text{Lag 30}, 1x, and Data\text{Lag 30}, 10x under (Top) L1 (Middle) cosine, and (Bottom) Euclidean distances. Using a smaller dimensional data and a larger quantity of data each improves accuracy and speed-up.
Chapter 5

Locality-Sensitive Hashing for Critical Event Prediction

This chapter addresses the question of whether a high quality similarity-based retrieval set of arterial blood pressure waveforms can effectively be leveraged for prediction of a critical event in the intensive care unit (ICU). To answer this, we extend the locality-sensitive hashing (LSH) based waveform retrieval method to the task of predicting acute hypotension by majority discrimination. The prediction results are thoroughly investigated with performance measures such as accuracy, correlation, and the ability to detect false negatives. We also investigate the question of how lag duration and quantity of data impact the prediction performance and what it means in the medical context. From our experiments, we find that LSH largely speeds up the querying time with a negligible decrease in prediction accuracy as a cost, while the large difference in the querying times of LSH based on different distance metrics originates from the difference in their hash bucket distributions. We also observe that using a longer lag and a larger quantity of data each improves accuracy and speed-up. The main content of this chapter was published in [74].
5.1 Motivation

In data-driven medicine, fast yet accurate prediction of acute and critical events based on time series signal data from patient monitors is crucial especially in intensive care units. In such settings, everything is very time critical, so if a task can be completed dramatically faster, it is often acceptable to tolerate a modest amount of approximation. In the previous chapter, we introduced the LSH-based scalable retrieval system for high-dimensional massive physiological time series data, which has a significantly faster querying time while still maintaining the retrieval quality in a competitive range in comparison to the linear $k$-nearest neighbor (KNN) method.

The eventual purpose of retrieving patients with similar time series segments is to make an inference about certain states or conditions of the query based on information that can be leveraged from such neighbors. We are particularly interested in the problem of making a prediction on the future medical condition of a query patient based on the result of a quick retrieval of waveforms similar to that patient’s.

Thus, in this chapter, we extend the LSH-based retrieval system to just-in-time critical event prediction. Our ultimate goal is to obtain an accurate and fast prediction for the query about an acute event that lies ahead in time with the similarity based methods. The similarity based prediction via LSH or KNN is essentially a two-step process of first quickly retrieving patients with trajectories like mine, the nearest neighbors (NNs) of our query of interest by LSH or KNN, and second, extrapolating the information of nearest neighbors (such as their labels) for prediction via majority vote.

Similar to the retrieval problem, we demonstrate LSH-based prediction with L1LSH, E2LSH, and COSLSH on the dataset of mean arterial blood pressure extracted from the MIMIC II database. Our event of interest for prediction is an acute hypotensive episode, explained in Chapter 3.

In this chapter, we ask the following research questions:

- how the querying time saved by LSH is related to a decrease in prediction accuracy,
• whether one LSH method (L1LSH, COSLSH, or E2LSH) has better performance than the others in terms of prediction accuracy and querying speed,

• whether the rank among them changes when compared with alternative performance measures in terms of correlation and detecting false negatives,

• why there exists a large variability in the querying time among different LSH methods,

• how diminishing retrieval accuracy due to approximation affects prediction accuracy, and

• how the performance of prediction based on LSH depends on the lag time and the quantity of data.

5.2 Method

The prediction by LSH is built on top of the standard LSH for retrieval. We then use majority vote only among the small approximate NN set as a means of extrapolation for prediction. The prediction by LSH consists of the following three steps:

1. constructing an efficient data structure (hash table) to index (hash) the data for fast retrieval (Section 4.2.2, Algorithm 1),

2. quickly retrieving the approximate NNs of the query of interest (Section 4.2.3, Algorithm 2), and

3. predicting the label of the query based on predominance of labels of its NNs (Algorithm 3).

A weighting rule is the rule that defines $w_i$, the weight for each neighbor (i.e. how to combine the labels of the nearest neighbors). Typically, the majority rule with equal weights ($w_i = 1/k$) is applied (as in our work), but more sophisticated approaches can also be used with the cost of extra computation, for example, where neighbors are given weights according to the inverse of their distances to the query.
Algorithm 3 $k$-Nearest Neighbor Classification

**Require:** $q$, the query; $k$, the number of nearest neighbors retrieved; $K(q) = \{x_i, y_i\}_{i=1}^k$, $k$-nearest neighbors of $q$.

1: procedure KNN-Classification($q, k, K(q)$)
2: $\hat{y}_q \leftarrow \arg \max_v \sum_{(x_i, y_i) \in K(q)} w_i \cdot I(v = y_i)$ \hspace{1em} $\triangleright$ $v$ denotes each valid class label. $w$ denotes sample weights. $y_i$ is the label of the point $x_i$.
3: Return $\hat{y}_q$, the predicted label for the query $q$
4: end procedure

5.3 Experiment

We present the experimental set-up for our investigations regarding the predictive performance and querying speed of LSH on the acute hypotensive episode (AHE) dataset described in Chapter 3.

**AHE Prediction** We build the prediction models based on LSH and KNN for the occurrence of AHE within an event window. We build the models with a lag time amount of historical data prior to the window, where each data point $x_i$ has a label $y_i$ indicating the occurrence of AHE. We formulate this prediction task as a supervised binary classification problem, where predicted labels $\hat{y}_i$ describe the patients as AHE-positive or negative.

**Performance Measures** We evaluate performance of predictors mainly with:

- Prediction Accuracy $= (TP + TN)/(TP + FP + TN + FN)^1$, and

- Speed-up factor, which is the average time taken by LSH relative to that by KNN, measured by the inverse of selectivity (defined in Section 4.3).

However, accuracy is known to be heavily influenced by the class imbalance in the data (as in our dataset). Thus, additionally, we measure performance with an alternative measure, namely Matthew’s correlation coefficient (MCC).

$$\text{MCC} = \frac{(TP \times TN - FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

MCC measures the correlation between observed and predicted binary classification labels. It is regarded as the measure of the quality of binary classification that is $^1$ TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative.
less sensitive and more robust to the class imbalance and data size [102]. We choose to use MCC instead of $F$-score since the latter sensitively depends on a weighting parameter $\beta$ between precision and recall. MCC has the range from -1 to 1.

One of the most critical mistakes that can happen in the ICU setting is predicting condition positive patients as condition negative and consequently missing a chance for appropriate intervention. The false negative weighted accuracy (FNWA) weighs these false negative cases more heavily than other cases in the confusion matrix.

- $$\text{FNWA} = \frac{(TP + TN)}{(TP + FP + TN + \alpha \times FN)}$$

Here, we use the factor of $\alpha = 5$ arbitrarily. Like the prediction accuracy, it has a minimum value of 0 and a maximum value of 1.

**Number of Nearest Neighbors** In this study, we make predictions mainly based on one nearest neighbor (1-NN) for two reasons. First, as we will see in Section 5.4.1, we show that the prediction accuracy based on 1-NN is higher than that of any larger number of nearest neighbors. Second, 1-NN test allows better comparisons among methods because it eliminates the need for hyper-parameter tuning on the appropriate number of nearest neighbors and which neighbor weighting rule to use.

**Experimental Procedure** We apply L1LSH, COSLSH, and E2LSH for prediction. For any LSH, we vary $m$ from 5 to 100 with an increment of 5 and $L$ from 10 to 100 with an increment of 10. We apply the above parameter configurations to retrieve and predict based on 1-NN, 5-NNs, and 10-NNs. We demonstrate the prediction of AHE by LSH mainly on Data$_{Lag\,300,\,1x}$ as a representative. We additionally apply LSH on Data$_{Lag\,30,\,1x}$ and Data$_{Lag\,30,\,10x}$ with 1-NN to measure the impact of lag duration and of scaling.

### 5.4 Results and Discussion

We present the results of AHE prediction with various performance measures for prediction accuracy and discuss the source of the large difference in speed-ups among different LSH methods. Also, we discuss the impact of lag and the quantity of data on the prediction accuracy and speed-up factors.
Figure 5-1: Trade-off between prediction accuracy and speed-up factor of L1LSH relative to the linear KNN. Each point corresponds to a parameter configuration of LSH.

5.4.1 Acute Hypotensive Episode Prediction

Figure 5-1 shows the prediction accuracy and speed-up trade-off profile of L1LSH for $k = 1, 5, 10$. Each point corresponds to the average result from a pair of the number of hash functions ($m$) used per table and the number of hash tables ($L$) over 10 runs. For fixed $m$ and $L$, we observe that only the prediction accuracies degrade with an increasing $k$ while the prediction times remain almost the same. On the other hand, for the same loss of accuracy, we observe that the speed-up factor is much lower for a larger $k$. Thus, making predictions based on a larger number of similar waveforms does not improve the prediction quality and rather introduces noise.

This general pattern of the prediction accuracy being the highest with $k = 1$ is also observed with E2LSH (Figure 5-2) and COSLSH (Figure 5-3). Thus, along with the reasons explained in Section 5.3, for the remaining experiments, we demonstrate our results only with $k = 1$. 
Figure 5-2: Trade-off between prediction accuracy and speed-up factor of E2LSH relative to the linear KNN. Each point corresponds to a parameter configuration of LSH.

We measure how much speed-up gain we achieve for each LSH method when we allow a 1% decrease in prediction accuracy as a cost. From Figure 5-1, we observe that L1LSH becomes 25 times faster than the linear KNN search (95.95% accuracy) when we sacrifice 1% accuracy (94.95%). With E2LSH, we achieve a smaller speed-up of 14x with 1% decrease in prediction accuracy (from 95.95% to 94.95%) (Figure 5-2). On the other hand, as shown in Figure 5-3, while the maximum prediction accuracy of COSLSH (93.74%) is lower than that of L1LSH and E2LSH, it becomes 249 times faster than KNN for just a 1% drop in accuracy (92.74%).

Figure 5-4 presents the prediction accuracies of L1LSH, COSLSH, and E2LSH and the associated speed-up factors with $k = 1$ all together. As another basis for comparing prediction accuracy, we use the performance of the “all-negative” predictor. It is a dummy predictor which classifies condition negative for all queries since our data is highly skewed toward AHE negatives. It has a prediction accuracy of 92.64%. Our predictors based on LSH should do better than the all-negative predic-
Figure 5-3: Trade-off between prediction accuracy and speed-up factor of COSLSH relative to the linear KNN. Each point corresponds to a parameter configuration of LSH.

In order to be meaningful. From the figure, we observe that L1LSH and E2LSH have comparable accuracies to each other while L1LSH is faster than E2LSH as the accuracy-speed trade-off profile of L1LSH sits above that of E2LSH. Their maximum speed-ups at a point where their prediction accuracies cross with that of the dummy predictor are 49 and 24 for L1LSH and E2LSH, respectively. On the other hand, COSLSH has a maximum accuracy of 93.74%, which is lower than that of L1LSH and E2LSH (95.95%). However, it shows a significantly better ability to speed up the querying time (249x). There are two explanations for this trend. First of all, the lower prediction accuracy comes from the information loss during the normalization of data to be used for COSLSH. For a much higher speed-up, it originates from the fact that the average selectivity of COSLSH is much smaller than that of L1LSH and E2LSH. This is the topic of discussion in detail in Section 5.4.3.
Figure 5-4: Comparison of the prediction accuracy and speed-up trade-off profiles of L1LSH, COSLSH, and E2LSH for prediction based on 1-NN ($k = 1$). Each point corresponds to a parameter configuration of LSH.

5.4.2 Performance under Alternative Measures

As the prediction accuracy is known to be heavily influenced by the class imbalance, we provide analysis with alternative performance measures for prediction. We measure the performances of L1LSH, E2LSH, and COSLSH using Matthew’s correlation coefficient (MCC) and false negative weighted accuracy (FNWA). We first look at the performance with MCC. In Figure 5-5, we observe that the MCC values of L1LSH, E2LSH, and COSLSH all lie well above that of the dummy all-negative baseline while having significant speed-ups. The MCC of the baseline all-negative predictor is zero, confirming that there is no correlation between the observed and predicted labels when predicting AHE negative for all queries. Within the range of LSH parameters we tried, we achieve a maximum speed up of 147x, 81x, and 456x with L1LSH, E2LSH, and COSLSH, while their MCC values are larger (by a large margin of 0.4) than that of the dummy predictor.
We also look at the performance in terms of FNWA, which assigns a heavier weight on the false negative cases (i.e. AHE patients being classified as healthy) in the confusion matrix. In Figure 5-6, we observe that FNWAs of L1LSH, E2LSH, and COSLSH are all well above that of the dummy all-negative predictor by a margin of approximately 0.1. Within the range of LSH parameters we experimented with, we achieve a maximum speed up of 147x, 81x, and 456x with L1LSH, E2LSH, and COSLSH, while their FNWA values are larger than that of the dummy predictor. This implies that the prediction by LSH is actually effective in predicting the most detrimental cases of AHE in the ICU.

5.4.3 Hash Table Bucket Distribution

We address the question of why there exists a large difference in the speed-up factors among L1LSH, COSLSH, and E2LSH. We hypothesize that it originates from the
Figure 5-6: Comparison of FNWA and speed-up trade-off profiles of L1LSH, COSLSH, and E2LSH for prediction based on 1-NN ($k = 1$). Each point corresponds to a parameter configuration of LSH.

difference in the distribution of hash bucket sizes. In order for LSH to have a good speed-up, we desire that data are hashed uniformly over all valid hash buckets with a small number of data points in each bucket. If so, during the querying step, the selectivity of querying (e.g. size of the candidate set subject to the linear short-listing) is minimal, leading to a large speed-up. But in reality, this might not be possible assuming data always has some structure in it. We empirically validate our hypothesis for two cases where the number of hash functions used ($m$) is small and large on Data_{lag 300, 1x}.

Figure 5-7 (Top) shows the average bucket size distribution under L1LSH, COSLSH, and E2LSH with $m = 5$. Hash buckets are sorted in terms of their size in descending order on the horizontal axis. Accumulated (normalized) data size is represented on the vertical axis. Cumulated data of 1 denotes the size of the entire data. For example, the fifth largest hash bucket having a cumulated data size of 0.9 means that the top 5 largest buckets contain 90% of the total data. The closer the plot is to the diagonal
line, the more uniformly data is indexed across all valid hash buckets. We observe that the data are indexed more evenly over hash buckets with COSLSH, whereas the majority of data belong in the few largest buckets with L1LSH and especially E2LSH. Out of 32 possible hash buckets, the largest bucket of E2LSH and L1LSH contains 78.90% and 43.59% of the total data each, whereas for COSLSH, the largest bucket contains only 8.43% of the data. When examining the top 5 largest buckets, E2LSH and L1LSH hold 99.73% and 89.09% of the total data in those buckets, while COSLSH has only 32.11%. This observation explains why COSLSH is significantly faster than L1LSH and E2LSH.

Figure 5-7 (Bottom) shows the average bucket size distribution under L1LSH, COSLSH, and E2LSH when data is indexed with a larger number of hash functions, \( m = 50 \). Like the previous case with a small \( m \), COSLSH hashes the data more evenly across all hash buckets (closer to the diagonal line), whereas L1LSH and E2LSH are still highly skewed toward large buckets. Out of approximately 6,000 valid buckets, the largest top one percentile of buckets (60 buckets) under COSLSH hold only 4% of the total data while that number corresponds to 18.37% for L1LSH and 40.85% for E2LSH. Again, this explains the observation that the querying speed of COSLSH is the fastest, followed by L1LSH and E2LSH.

5.4.4 Impact of Retrieval on Prediction

We investigate the question of how the quality of retrieval impacts that of prediction. Figure 5-8 demonstrates the relationship between the relative loss of accuracy in retrieval and that in prediction for L1LSH with \( k = 1 \). We define the relative retrieval accuracy for each \((m, L)\) as the fraction of the \( k \)-NNs that are retrieved by both L1LSH and KNN methods, and the overall relative retrieval accuracy is the average of the individual accuracies over all queries (defined in Section 4.3). Similarly, we define the relative prediction accuracy (c.f. absolute prediction accuracy) as the average ratio (LSH prediction accuracy)/(KNN prediction accuracy). One would expect that as the retrieval accuracy of finding correct “patients like me” declines, it would make a significant negative impact on the accuracy of prediction which extrapolates the
information from such patients. However, we observe that the loss of accuracy due to approximation in retrieval, in exchange for vast gains in speed-up, has a non-linear diminishing impact on the loss of prediction accuracy. For a given unit of decrease in relative retrieval accuracy, the corresponding amount of decrease in relative prediction accuracy is much smaller (all points sitting well above the linear diagonal line in Figure 5-8). Although the rapidly found “approximate patients like me” by LSH were not as well matched to the query as the set obtained by the linear search, the prediction of AHE by LSH maintained over 90% relative prediction accuracy even when the speed-up gain was large.

5.4.5 Impact of Lag Duration and Data Quantity

Investigating lag duration is driven by problem domain in the clinical setting as lag data may be limited or the value of effective lag duration may be informative to clinicians. In this case, the lag also impacts data size, allowing us to examine scaling (explained in detail in Section 3.4). Figure 5-9 (Top) shows the comparison of L1LSH on three different datasets (Data\textsubscript{Lag 300, 1x}, Data\textsubscript{Lag 30, 1x}, and Data\textsubscript{Lag 30, 10x}) for prediction of AHE based on 1-NN. From this, we can deduce two effects: the impact of the lag duration and of the data quantity on the prediction accuracy and speed-up factor. First, we observe the impact of the lag duration by comparing the accuracy-speed trade-off profiles between Data\textsubscript{Lag 300, 1x} (red) and Data\textsubscript{Lag 30, 1x} (green). The leftmost points of each profile show the accuracy obtained by KNN with L1 on each dataset. We observe that, with a shorter lag time of 30 minutes, the maximum prediction accuracy (0.9581) is slightly lower than that with 300 minutes of lag time (0.9595). Plus, the trade-off profile of Data\textsubscript{Lag 300, 1x} lies well above that of Data\textsubscript{Lag 30, 1x}. These observations all together imply that, for the purpose of predicting AHE, it is more beneficial to use 300 minutes of lag as it generates more accurate prediction outcomes and larger speed-ups. We observe that same pattern with COSLSH and E2LSH, as presented in Figure 5-9 (Middle) and Figure 5-9 (Bottom), respectively.

Second, the impact of the quantity of training data is highlighted by comparing the accuracy-speed trade-off profiles between Data\textsubscript{Lag 30, 1x} (green) and Data\textsubscript{Lag 30, 10x}
(blue) in Figure 5-9 (Top) for L1LSH. Here, the maximum prediction accuracy when trained with 10x data (0.9748) is much higher than that when trained with 1x data (0.9581). The trade-off profile of Data_{Lag 30, 10x} is located well above that of Data_{Lag 30, 1x}. Therefore, more data results in higher accuracy and larger speed-up. LSH scales well with accumulation of data and can improve prediction when there is more physiological data available. Figure 5-9 (Middle) and Figure 5-9 (Bottom) confirm that this pattern with respect to the quantity of dataset is also valid with COSLSH and E2LSH.

5.5 Chapter Conclusion

In this chapter, we applied the sublinear time, scalable locality-sensitive hashing and majority discrimination to the problem of predicting AHE based on physiological waveform time series. Compared to using the linear \( k \)-nearest neighbor search, our proposed method vastly speeds up prediction time up to an order (with L1LSH and E2LSH) and two orders (with COSLSH) of magnitude faster while sacrificing less than 1% of prediction accuracy as a cost. We found that the large difference in the querying times of LSH based on different distance metrics originates from the difference in their hash bucket distributions and that using a longer lag and a larger quantity of data each improves accuracy and speed-up. We also observed the non-diminishing impact of retrieval quality on the prediction accuracy. In the next two chapters, we propose two new variants of LSH that lead to better performance on the AHE prediction problem.
Figure 5-7: Average bucket size distribution under L1LSH, COSLSH, and E2LSH with (Top) $m = 5$ and (Bottom) $m = 50$ on Data\textsubscript{Lag 300, 1x}. Hash buckets are sorted in terms of their size in descending order on the horizontal axis. Accumulated normalized data size is represented on the vertical axis (1 denotes the size of the entire data). The closer the plot is to the diagonal line, the more uniformly the data is indexed across all valid hash buckets.
Figure 5-8: Relative retrieval versus prediction accuracy of L1LSH to the linear KNN search for $k = 1$. Each point corresponds to a parameter configuration $(m, L)$ of LSH.
Figure 5-9: Trade-off between prediction accuracy and speed-up factor of the LSH relative to KNN on Data Lag 300, 1x, Data Lag 30, 1x, and Data Lag 30, 10x with (Top) L1LSH (Middle) COSLSH, and (Bottom) E2LSH. Using a longer lag and a larger quantity of data each improves prediction accuracy and speed-up.
Chapter 6

Stratified Locality-Sensitive Hashing

When sensor stream data such as blood pressure come from a highly complex source like the human body, a single metric is not sufficient to capture its coalesced enigmatic underlying properties. Finding trajectories similar to a given query from such data requires an integrated multi-metric strategy to accurately express underlying semantic similarity. Herein we propose a new similarity based prediction technique called stratified locality-sensitive hashing (SLSH), which finds similarity among the data from a more integrated perspective by employing multiple distance metrics in one framework. Demonstrated on the problem of predicting acute hypotensive episodes, we show that SLSH not only achieves higher prediction accuracy, but also faster querying speed in comparison to the standard locality-sensitive hashing based prediction. The main content of this chapter was published in [70,71] and was also submitted to a conference for review at the time of thesis writing.

6.1 Motivation

When utilizing locality-sensitive hashing (LSH), the appropriate choice of distance metric for measuring similarity is critical because of the one-to-one relationship between a distance metric and its unique corresponding family of locality-sensitive hash functions. Typically, a single locality-sensitive hash function family offers only one perspective on the data with its associated distance metric. For example, as illus-
Figure 6-1: An illustration of hypothetical time series with different amplitudes and shapes. By the L1 distance, (a, b) and (c, d) are grouped as similar to each other whereas by the cosine distance, which requires normalization, (a, c) and (b, d) are grouped as similar.

Illustrated in Figure 6-1, when either the L1 or the Euclidean distance is used as the distance metric, the similarity between waveform time series is mainly determined by the amplitude of the waveforms. On the other hand, when using the cosine distance, the notion of similarity is based on the shape or the angle between waveform vectors as it requires data to lie on a unit sphere.

The current limit of LSH is that it can hash the data with only one similarity measure at a time with its associated family of locality-sensitive hash functions. However, being limited to use only one distance metric to measure similarity introduces a semantic gap (the discrepancy between true similarity and what can be captured with a distance metric) and a loss of information because interpreting clinical physiological waveforms requires diverse perspectives on the data. Both the amplitude (e.g., mean blood pressure) and the shape of waveforms (e.g., trend and cycle frequency) contain important clinical information. For example, an acute hypotensive episode is defined as a sudden dropping (shape) of blood pressure to below 60 mmHg (amplitude) for a prolonged period of time. There are multiple facets of similarity (e.g., matching based on amplitude or shape of time series) and what constitutes similarity is not entirely quantifiable by a single distance metric. In practice, practitioners often do not precisely know which facets of similarity they are interested in. Or, they just ask for “something similar in general.” Therefore, due to its complex nature, in order
to capture the true underlying semantic similarity in physiological signals, the data needs to be examined from multiple, more integrated perspectives. We achieve this with our proposed SLSH which provides a fast means of measuring similarity capable of integrating multiple distance metrics.

SLSH generates a hierarchy of hash tables. Each level of the hierarchy uses a different distance metric for hashing. Specifically, it is a multilevel LSH where,

1. the outer level LSH first stratifies the data by amplitude using the L1 distance, and then

2. hierarchically, within each stratum, the inner level LSH with the cosine distance hashes the data according to angle and shape of time series.

For a query, a set of candidate neighbors is retrieved from the colliding buckets at each level. Finally, a number of candidates are chosen as the final nearest neighbors, and we use majority vote among them to finalize the prediction.

In this chapter, we ask the following research questions, investigating:

- whether SLSH is advantageous and by how much, compared to the standard LSH and the linear $k$-nearest neighbor (KNN) method for the task of predicting acute hypotensive episodes (AHE),

- whether using multiple distance measures (via SLSH or an ensemble of multiple predictors each based on a different distance metric) improves the prediction performance in terms of accuracy and querying speed,

- whether the order of distance metrics used at the outer and inner level influences the performance of SLSH, and

- how the above performances scale as the lag duration and quantity of data change.

To the best of our knowledge, SLSH is the first scalable practical algorithm that integratively hybridizes multiple distance metrics in the LSH framework, demonstrated on a prediction task based on physiological time series.
Figure 6-2: SLSH Indexing. We first stratify the data according to L1LSH at the outer level. Then, on each bucket with a significant size, we apply another layer of LSH with COSLSH at the inner level. The figure illustrates the simple case when one hash table is built at the outer level.

6.2 Method

Similar to the prediction based on the standard LSH or KNN, the prediction based on SLSH is essentially a two-step process of first quickly retrieving patients with trajectories like mine, the nearest neighbors (NNs) of our query of interest by SLSH, and second, extrapolating the information of NNs for prediction via majority vote. Prior to the retrieval and prediction, we index the data with the two-level SLSH. The procedures of our two-level SLSH (Figure 6-2 and Figure 6-3) are composed of the following tasks built on top of the standard LSH:

1. (Indexing) Stratify the data according to L1LSH at the outer level with \((m_{\text{out}}, L_{\text{out}})\).

2. (Indexing) Only on each bucket/stratum with a significant size (“populous bucket”, whose size is larger than \(\alpha\%\) of the original data size), we hash one level deeper with COSLSH at the inner level with \((m_{\text{in}}, L_{\text{in}})^1\).

\(^1\) Somewhat analogous to top-down hierarchical clustering.
3. \textbf{(Retrieval)} Retrieve the approximate NNs of a query of interest by applying the same outer and inner (only when needed) hash functions used for construction, and by performing the linear search within the candidate set.

4. \textbf{(Prediction)} Finally, prediction in SLSH is done by taking the majority vote among the retrieved \(k\) approximate NNs, identical to the prediction step of the standard LSH (Algorithm 3 in Section 5.2).

The details of SLSH are presented in Algorithm 4 (indexing) and Algorithm 5 (retrieval and prediction).

Compared to the standard LSH, SLSH offers two benefits. First, it retrieves more integrated NNs according to a mixture of two distance measures. Second, it shortens the retrieval time because the candidate set size (selectivity) of SLSH is orders of magnitude smaller than that of LSH due to stratification. When setting up the standard LSH, the desirable number of hash functions used per table is the number

Figure 6-3: SLSH Retrieval and Prediction. We retrieve the approximate nearest neighbors of a query of interest by applying the same outer and inner hash functions used for construction and perform the linear search within the candidate set. Prediction is done by majority vote. The figure illustrates the simple case when one hash table is built at the outer level.
Algorithm 4 Stratified Locality-Sensitive Hashing: Indexing

Require: \( m_{out} \), number of hash functions per outer table; \( L_{out} \), number of outer hash tables; \( m_{in} \), number of hash functions per inner table; \( L_{in} \), number of inner hash tables; \( X \), reference data; \( H_{out} \), hash function family for outer LSH; \( H_{in} \), hash function family for inner LSH; \( \alpha \), inner LSH threshold

1: procedure SLSH-Indexing(\( m_{out} \), \( L_{out} \), \( m_{in} \), \( L_{in} \), \( X \), \( H_{out} \), \( H_{in} \), \( \alpha \))

2: \( T_{out}, g_{out} \leftarrow \text{LSH-INDEXING}(m_{out}, L_{out}, X, H_{out}) \) \hspace{1cm} ▷ Outer LSH with Algorithm 1. Data is divided into buckets which work as *strata* in each hash table.

3: for \( l = [1, 2, \ldots, L_{out}] \) do

4: \hspace{1cm} Let \( n_l \) be the number of hash buckets in \( T_l \) of \( T_{out} \)

5: \hspace{1cm} for \( i = [1, 2, \ldots, n_l] \) do

6: \hspace{2cm} Let \( B_{li} \) be a hash buckets in \( T_l \)

7: \hspace{2cm} if \( |B_{li}| \geq \alpha |X| \) then

8: \hspace{3cm} \( p_{li} \leftarrow 1 \) \hspace{1cm} ▷ populous bucket indicator

9: \hspace{3cm} \( T_{li}, g_{li} \leftarrow \text{LSH-INDEXING}(m_{in}, L_{in}, B_{li}, H_{in}) \) \hspace{1cm} ▷ inner LSH with Algorithm 1

10: \hspace{2cm} end if

11: \hspace{1cm} end for

12: \hspace{1cm} end for

13: Return All (outer and inner) hash tables \( T \) and functions \( g \)

14: end procedure

that would partition the original data as uniformly as possible over all possible hash buckets so that each bucket contains only a small amount of the data. In such a way, when finding a hash bucket that collides with a query, the space subject to the linear search is enormously reduced, resulting in a large speed-up gain. In practice, however, tables typically contain a few populous buckets which impose a large bottleneck as shown in Section 5.4.3. This highlights another benefit of SLSH, besides allowing multiple perspectives on the data, that adding another layer of LSH yields more finely partitioned, evenly populated hash buckets effectively avoiding the bottleneck.

We use two-level hashing in this work, but without loss of generality, SLSH can be extended to multiple layers. While we use L1LSH and COSLSH for the outer and inner level LSH, respectively, our SLSH framework can embrace any distance function which has a valid locality-sensitive hash function family. For example, E2LSH can be used in place of L1LSH or COSLSH. It is also possible to reverse the order of L1LSH
Algorithm 5 Stratified Locality-Sensitive Hashing: Querying

Require: \( q \), a query; \( T_{out} \), outer hash tables; \( g_{out} \), outer hash functions; \( \{ T_{li} \} \), inner hash tables; \( \{ g_{li} \} \), inner hash functions; \( k \), number of NNs to retrieve

1: \textbf{procedure} SLSH-Querying \((q, T_{out}, g_{out}, \{ T_{li} \}, \{ g_{li} \}, k)\) \hfill \triangleright \text{candidate set}

2: \( C = \emptyset \) \hfill \triangleright \text{outer level querying}

3: Apply lines from 2 to 6 of Algorithm 2 with \( T_{out} \) and \( g_{out} \)

4: for \( l = [1, 2, \ldots, L_{out}] \) do \hfill \triangleright \( L_{out} \) is the number of hash tables in \( T_{out} \)

5: \quad Let \( \tilde{B}_{li} \) be the colliding hash bucket of \( q \) in \( T_{li} \) of \( T_{out} \) and \( i \) be its bucket index

6: \quad if \( \tilde{p}_{li} = 0 \) then \hfill \triangleright \text{collision with a non-populous bucket}

7: \quad \quad \quad S \leftarrow \text{members of bucket } \tilde{B}_{li}

8: \quad \quad \quad C \leftarrow C \cup S

9: \quad else if \( \tilde{p}_{li} = 1 \) then \hfill \triangleright \text{collision with a populous bucket}

10: \quad \quad \quad \text{Apply lines from 2 to 6 of Algorithm 2 with } T_{li}, g_{li} \text{ on } \tilde{B}_{li} \text{ and obtain the inner candidate set } C_{li} \hfill \triangleright \text{inner level querying}

11: \quad \quad \quad C \leftarrow C \cup C_{li}

12: \quad \textbf{end if}

13: \textbf{end for}

14: \quad Compute distances from \( q \) to each element in \( C \) \hfill \triangleright \text{with the distance metric that defines } g_{out}

15: \quad \textbf{Return} \( k \) elements with the smallest distances

16: \textbf{end procedure}

and COSLSH. However, when COSLSH is used first at the outer level, it requires the entire data to be normalized prior to hashing and still needs to keep the original unnormalized data to perform L1LSH at the inner level. For both time and memory costs, it is more inefficient than normalizing only subsets of data that belong to the populous buckets in our proposed procedure. In addition, first stratifying the data according to shape has a lower interpretability to characterize each stratum when compared to first stratifying the data with respect to amplitude.

6.3 Experiment

We present the experimental set-up for our investigations regarding the predictive performance and speed of SLSH on the AHE datasets extracted from the MIMIC II database described in Section 3.4.
Table 6.1: Prediction models based on SLSH, KNN, the standard LSH, and ensembles of KNN and LSH. KNN and the standard LSH serve as a baseline for comparison for SLSH.

<table>
<thead>
<tr>
<th>Prediction Model</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN-L1</td>
<td>KNN predictor with the L1 distance.</td>
</tr>
<tr>
<td>KNN-COS</td>
<td>KNN predictor with the cosine distance.</td>
</tr>
<tr>
<td>KNN-L1 AND KNN-COS</td>
<td>Ensemble predicts 1 (positive) if and only if both methods predict 1. Otherwise, 0.</td>
</tr>
<tr>
<td>KNN-L1 OR KNN-COS</td>
<td>Ensemble predicts 1 (positive) if either of the two methods predicts 1. Otherwise, 0.</td>
</tr>
<tr>
<td>L1LSH</td>
<td>Standard LSH predictor with the L1 distance.</td>
</tr>
<tr>
<td>COSLSH</td>
<td>Standard LSH predictor with the cosine distance.</td>
</tr>
<tr>
<td>L1LSH AND COSLSH</td>
<td>Ensemble predicts 1 (positive) if and only if both methods predict 1. Otherwise, 0.</td>
</tr>
<tr>
<td>L1LSH OR COSLSH</td>
<td>Ensemble predicts 1 (positive) if either of the two methods predict 1. Otherwise, 0.</td>
</tr>
<tr>
<td>SLSH (L1-COS)</td>
<td>Stratified LSH with the outer LSH with L1 and the inner LSH with cosine distances.</td>
</tr>
<tr>
<td>SLSH (COS-L1)</td>
<td>The reverse. Stratified LSH with the outer LSH with cosine and the inner LSH with L1 distances.</td>
</tr>
</tbody>
</table>

AHE Prediction Identical to the prediction procedure presented in Chapter 5, we build the prediction models based on SLSH, the standard LSH, and KNN for the occurrence of AHE. We build the models with a lag time amount of historical data prior to the event window, where each data point \( x_i \) has a label \( y_i \) indicating the occurrence of AHE. We formulate this prediction task as a supervised binary classification problem, where predicted labels \( \hat{y}_i \) describe the query patients as AHE-positive or negative.

Prediction Models We build the predictors with KNN, standard LSH, and SLSH, as well as their various ensembles. All prediction models used are explained in Table 6.1. KNN and the standard LSH serve as the baselines for comparison for SLSH. Solo predictors (KNN, LSH) with a single distance metric are compared to the duo ensembles combining the L1 and the cosine distances.

Performance Measures We evaluate performance of predictors (the standard LSH, SLSH, and KNN) mainly with:
• Prediction Accuracy = \(\frac{(TP + TN)}{(TP + FP + TN + FN)}\)^2, and

• Speed-up factor, the average time taken by the predictor relative to that by KNN, measured by the inverse of selectivity (defined in Section 4.3).

For reasons described in Section 5.3 (mainly due to prediction accuracy being the highest with \(k = 1\) than any larger number of \(k\) and the advantage of eliminating the need to tune the extra hyper-parameter \(k\)), we make predictions based on one nearest neighbor (1-NN).

6.4 Results and Discussion

In this section, we start by providing a qualitative analysis of the retrieved nearest neighbors via SLSH compared to those from a single level LSH. We assess prediction accuracy and querying speed of SLSH compared to those of KNN and the standard LSH. Then, we evaluate every prediction model presented in Table 6.1 and compare ensembles to single metric models. We finish by discussing the impact of changing the order of distance measures used at each layer of SLSH. For the following subsections, we present analysis of our experimental results mainly on the dataset Data\textsubscript{Lag 300, 1x}.

6.4.1 Retrieved Nearest Neighbor Set

This section addresses the question of whether SLSH is capable of retrieving NNs according to both amplitude and shape. We demonstrate with a visual example. Figure 6-4 presents the retrieved nearest neighbor sets of a time series query using the standard single-level L1LSH, the standard single-level COSLSH, and SLSH. For the given query (red line), in Figure 6-4 (Top), we observe that the set of 5-NNs (colored dashed lines) retrieved by L1LSH is tightly located close to the query in terms of the mean amplitude but oblivious to their various shapes. Likewise, in Figure 6-4 (Middle), the NNs retrieved by COSLSH all resemble the shape of the query, but their amplitudes are well-spread across various levels. Figure 6-4 (Bottom) shows a

\[^2\] TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative.
qualitative evaluation of SLSH. The NNs obtained via SLSH not only have shapes that are similar to that of the query, but also have their mean amplitudes much closer the query compared to the set retrieved by COSLSH. Satisfying the notion of similarity in terms of both amplitude and shape, this qualitatively verifies that SLSH is able to address the data from multiple and more integrated perspectives.

6.4.2 Acute Hypotensive Episode Prediction

We present a quantitative evaluation by empirically demonstrating on $\text{Data}_{\text{Lag300}, \text{lx}}$ that the prediction by SLSH is faster and more accurate than L1LSH. Figure 6-5 shows the accuracy and the associated speed-up factor of L1LSH (red, green) and SLSH (blue) for the AHE prediction based on 1-NN. First, for each combination $(m, L)$ of LSH parameters $m \in [5, 10, \ldots, 50]$ and $L \in [10, 20, \ldots, 100]$, we make a prediction via the single-level L1LSH. The prediction results with their corresponding speed-ups are shown as the red crosses where each point corresponds to a single parameter instance of $(m, L)$. The leftmost point of the red plot with no speed-up is the accuracy of KNN.

Then, for SLSH, by setting a particular instance of L1LSH as the outer layer of SLSH and $\alpha = 1\%$, we perform the inner SLSH (with COSLSH) with the parameters $m_{in} \in [1, 4, \ldots, 19]$ and $L_{in} \in [1, 4, \ldots, 10]$. We choose $(m_{out}, L_{out}) = (35, 20)$ as the outer level SLSH, which corresponds the instance of L1LSH parameters which outputs 1% loss of accuracy from KNN with a speed-up gain of 25x (reflected as the green point on Figure 6-5). We choose this parameter set instance because it is the fastest one among the ones having a loss of accuracy less than 1%, assuming that our maximum accuracy loss tolerance (as a cost of gaining speed-up) is 1%. For the entire range of SLSH (blue points), we observe that it is more accurate and faster than its baseline, the single-level L1LSH (the green point).

There are two additional computational costs for running SLSH compared to the standard LSH: extra querying cost with the inner hash functions and storage cost for the second level inner hash tables. It turns out the both of them are trivial. The additional time taken to apply the inner level hash functions and to locate matching inner
Table 6.2: Prediction performance on Data\textsubscript{Lag 300, 1x}, Data\textsubscript{Lag 30, 1x}, and Data\textsubscript{Lag 30, 10x}. Across all datasets, SLSH outperforms L1LSH with respect to prediction accuracy (%) and speed-up factor (x).

<table>
<thead>
<tr>
<th>Model</th>
<th>Lag 300, 1x Accuracy</th>
<th>Lag 300, 1x Speed-up</th>
<th>Lag 30, 1x Accuracy</th>
<th>Lag 30, 1x Speed-up</th>
<th>Lag 30, 10x Accuracy</th>
<th>Lag 30, 10x Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN-L1</td>
<td>95.95</td>
<td>1</td>
<td>95.81</td>
<td>1</td>
<td>97.48</td>
<td>1</td>
</tr>
<tr>
<td>L1LSH (1% loss)</td>
<td>94.95</td>
<td>24.57</td>
<td>94.81</td>
<td>13.11</td>
<td>96.48</td>
<td>24.69</td>
</tr>
<tr>
<td>SLSH (L1-COS)</td>
<td>95.30</td>
<td>74.21</td>
<td>94.97</td>
<td>213.21</td>
<td>97.01</td>
<td>138.78</td>
</tr>
</tbody>
</table>

Hash buckets in SLSH querying is on average two orders of magnitude smaller than the time required to conduct the linear search in populous buckets in the standard LSH. Thus, measuring speed-up by selectivity is valid since it is minimally affected by the introduction of trivial extra querying cost. For storage, the number of inner hash tables ($L_{in}$) needed for the optimal SLSH instance across all datasets is only 1 table ($L_{in} = 1$) for the inner layer. Although LSH typically requires a large number of hash tables to produce good approximation, the extra space requirement for SLSH is negligible.

Table 6.2 shows the summary of model performance for KNN-L1, L1LSH, and SLSH (L1-COS) on all three datasets (Data\textsubscript{Lag 300, 1x}, Data\textsubscript{Lag 30, 1x}, and Data\textsubscript{Lag 30, 10x}). We note that the accuracy and speed-up of SLSH is determined by choosing the output of the inner SLSH parameter instance which generates the optimal (“knee”) point on the Pareto front of the accuracy-speed trade-off profile of SLSH (Figure 6-6). Across our datasets that either scale in item quantity (Data\textsubscript{Lag 30, 10x}) or decrease in the lag duration (Data\textsubscript{Lag 30, 1x}), we see an increase in both accuracy and speedup with SLSH over L1LSH. Figure 6-6 illustrates the same result. Our conclusion that SLSH performs better than the single-level standard LSH still holds when the data scales in its size or the lag duration of data changes.

All in all, the experiment shows that SLSH has a higher accuracy and a much faster querying speed (Pareto dominance) than the standard LSH with L1LSH alone. For accuracy, we observe that obtaining a set of NNs from an integrated perspective (matching based on both amplitude and shape) indeed leads to a better prediction. We achieve a large speed up gain with SLSH by avoiding the bottleneck of L1LSH.
Table 6.3: Predictor performance on \( \text{Data}_{\text{Lag } 300, \text{1x}} \). Exploiting the data with multiple distance metrics is more advantageous as shown by the higher accuracies obtained by the ensembles with the \( \text{AND} \) operator and SLSH in comparison to the individual predictors with a single distance metric. SLSH is a better strategy to combine distance metrics than using the ensemble as it generates more accurate and faster results. The order of outer and inner operations of SLSH impacts the prediction performance as SLSH (L1-COS) and SLSH (COS-L1) generate different outcomes.

<table>
<thead>
<tr>
<th>Prediction Model</th>
<th>Accuracy (%)</th>
<th>Speed-up (x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN-L1</td>
<td>95.95</td>
<td>1</td>
</tr>
<tr>
<td>KNN-COS</td>
<td>93.74</td>
<td>1</td>
</tr>
<tr>
<td>KNN-L1 ( \text{AND} ) KNN-COS</td>
<td>96.27</td>
<td>0.5</td>
</tr>
<tr>
<td>KNN-L1 ( \text{OR} ) KNN-COS</td>
<td>93.41</td>
<td>0.5</td>
</tr>
<tr>
<td>L1LSH (1% loss)</td>
<td>94.95</td>
<td>24.57</td>
</tr>
<tr>
<td>COSLSH (1% loss)</td>
<td>92.74</td>
<td>213.75</td>
</tr>
<tr>
<td>L1LSH ( \text{AND} ) COSLSH</td>
<td>95.10</td>
<td>24.20</td>
</tr>
<tr>
<td>L1LSH ( \text{OR} ) COSLSH</td>
<td>91.73</td>
<td>24.20</td>
</tr>
<tr>
<td>SLSH (L1-COS)</td>
<td>95.30</td>
<td>74.21</td>
</tr>
<tr>
<td>SLSH (COS-L1)</td>
<td>93.21</td>
<td>233.36</td>
</tr>
</tbody>
</table>

because the candidate set of SLSH subject to the linear search is orders of magnitude smaller than that of L1LSH.

6.4.3 Multi-Distance Measures

We examine whether using two distance functions to capture similarity (via an ensemble of two predictors or via SLSH) is more beneficial than using a single metric predictor on \( \text{Data}_{\text{Lag } 300, \text{1x}} \). First, we compare KNN-L1 and KNN-COS to the ensembles of the two. From Table 6.3, we observe that the ensemble of KNN-L1 and KNN-COS with the operator \( \text{AND} \) (0.9627) has a higher prediction accuracy than any of the individual predictors (0.9595 and 0.9374, respectively). However, the ensemble with the \( \text{OR} \) operator (0.9341) does not perform as well as any single predictor. Likewise, with a single level LSH, the ensemble of L1LSH and COSLSH with the \( \text{AND} \) operator has a higher accuracy (0.9510) than any of the two alone (0.9493 and 0.9308, respectively). So the ensembles combining L1 and cosine with the more conservative \( \text{AND} \) operator achieve a superior performance to single metric predictors.

SLSH also effectively combines two distance measures in a hierarchical way. Com-
paring SLSH to the ensemble of the single layer LSHs (i.e. L1LSH AND COSLSH), we observe that SLSH (0.9530) is still more accurate and much faster than the ensemble (0.9510). This implies that to combine two distance metrics, SLSH is a better choice than the ensemble. On the other hand, SLSH has a lower prediction accuracy than the ensemble of KNN-L1 and KNN-COS, but SLSH offers a substantial speed-up gain (74x) compared to the ensemble of two KNNs. The above observations from the ensembles with the AND operator and effectiveness of SLSH support our hypothesis that exploiting the data with multiple distance metrics is indeed advantageous.

6.4.4 Commutativity

Having found using two hash families to be more advantageous, it prompts us to ask how sensitive SLSH is to which hash function family it uses at the outer level and at the inner level. We ask whether SLSH construction is commutative (i.e. if the order of distance functions in the outer and the inner SLSH is interchangeable to obtain the same result). The answer is that it is not commutative, and the order of operation greatly matters.

First, changing the order of hash families for the outer and inner SLSH implies different interpretability. With SLSH (L1-COS), among the elements with similar amplitude, we choose the ones with similar shape as our final nearest neighbors. The reverse holds for SLSH (COS-L1). Among the elements with similar shape, we choose the ones with similar amplitude as our final nearest neighbors. Second, from Table 6.3, we observe that SLSH (L1-COS) and SLSH (COS-L1) have different accuracies and querying speeds. SLSH (L1-COS) has a higher accuracy, but is slower than SLSH (COS-L1).

In addition, the change when we build the inner SLSH on top of the best performing outer SLSH (with 1% accuracy drop tolerance) is different in each case. When going from L1LSH to SLSH (L1-COS), the accuracy improves by 0.35 and the querying speed becomes 2.98 times faster. However, when going from COSLSH to SLSH (COS-L1), the accuracy improves by 0.47, but the speed increases by only 1.09 times. The improvement SLSH (COS-L1) makes over COSLSH is smaller in terms of speed.
compared to SLSH (L1-COS). This behavior is related to the difference in the bucket size distributions of the outer level LSH between by L1LSH and by COSLSH (discussed in Section 5.4.3). For SLSH (COS-L1), the outer level COSLSH stratified the data into more evenly-spread buckets with small sizes (only 7.75% of total data belonged to the top first percentile of hash buckets in terms of bucket sizes) and thus achieved a good speed-up because the bottleneck linear searches were done on small candidate sets. So there was not much room for the inner level SLSH (with L1LSH) to make improvements in terms of speed because data were already stratified into small sized buckets, which often did not qualify for the second level hashing. On the other hand, when using L1LSH as the outer LSH, data stratification was very uneven so that a substantial amount of data belonged to the few largest buckets (20.24% of total data were concentrated in the top first percentile of hash buckets in terms of bucket sizes). So, applying another layer of LSH (with COSLSH) on these large buckets was effective in term of reducing the candidate set size and thus, speeding up the querying time.

6.5 Chapter Conclusion

In this chapter, we proposed multilevel stratified locality-sensitive hashing. We used this method to help address the problem of integrating multiple distance measures in LSH, which previously was not feasible with the standard LSH. Correspondingly, we showed that SLSH, which hybridizes the L1 and the cosine distances, is capable of retrieving nearest neighbors of a query according to a mixture of both amplitude and shape. We compared SLSH against the standard single-level LSHs with the L1 and the cosine distances and found that our method generates higher accuracy and faster querying speed on the problem of predicting acute hypotensive episodes.
Figure 6-4: The 5-nearest neighbors (dashed lines) of a waveform query (red line) retrieved by (Top) the standard L1LSH, (Middle) the standard COSLSH, and (Bottom) SLSH. Each set is similar to the query in terms of amplitude, shape, and both amplitude and shape by L1LSH, COSLSH, and SLSH.
Figure 6-5: Comparison of SLSH (L1-COS) to L1LSH for prediction of AHE with 1-NN on Data\textsubscript{lag 300, 1x}. Given an instance of L1LSH (green) as its benchmark and as the outer layer, SLSH (blue) outperforms for the entire range of $(m_{\text{in}}, L_{\text{in}})$. Each point corresponds to a parameter configuration $(m, L)$ and $(m_{\text{in}}, L_{\text{in}})$ of L1LSH and SLSH, respectively.
Figure 6-6: SLSH trade-off across all three datasets. Squares indicate L1LSH instances selected by the 1% loss in accuracy criterion. Each non-squared point corresponds to a parameter configuration \((m_{in}, L_{in})\) of SLSH. Across all datasets, SLSH outperforms L1LSH in terms of accuracy and speed-up.
Chapter 7

Collision Frequency Locality-Sensitive Hashing

This chapter addresses the question of whether the short-listing by calculating the distances between the query and every candidate set element is optimal and whether there exists another effective way of conducting the short-listing. To answer these questions, we propose a new model of locality-sensitive hashing (LSH), namely collision frequency locality-sensitive hashing (CFLSH), to further improve the prediction accuracy without sacrificing any speed. The key idea is that the more frequently an element and query collide across multiple LSH hash tables, the more similar they are. We demonstrate and validate our method on the problem of predicting acute hypotensive episodes with the time series data extracted from the MIMIC II database. The main content of this chapter will be published in [72].

7.1 Motivation

An important concept in LSH is the notion of candidate set, a pool of multiple elements preliminarily filtered from the original data via locality-sensitive hash functions. The members of this set are the candidates to eventually become the final nearest neighbors (NNs) of the query. For each element in the candidate set of a query, information on its collision frequency and distance with respect to the query is recorded.
In most conventional variants of LSH, the \textit{short-listing} from the candidate set to the final \( k \) NNs is done by ranking the proximity to the query using distance, without utilizing the collision frequency information \([54]\).

In this chapter, we present an alternative way of conducting the retrieval step of LSH and evaluate its impact after extrapolation and prediction. Our modification substitutes the distance based short-listing of the NN set with a short-listing method based on how frequently a query and a point collide during table by table querying. We propose a new model of LSH, namely \textit{collision frequency LSH (CFLSH)}, to further improve the prediction accuracy without sacrificing any speed by introducing an intuitive way of formulating the approximate NN set: the more frequently an element and the query collide in the same hash bucket across multiple LSH hash tables, the more similar they are to each other. Here, the short-listing step is primarily performed with respect to the frequency of collision and then secondarily by distance information when there is a tie. This allows us to take advantage of a broader set of information contained in the candidate set.

Our research question is whether CFLSH is as efficient or superior (in terms of prediction accuracy and querying speed) to the standard LSH with the families for the L1 distance (L1LSH) \([40]\) and the cosine distance (COSLSH) \([20]\). We evaluate CFLSH on a dataset of mean arterial blood pressure extracted from the MIMIC II database in the context of predicting acute hypotensive episodes (AHE).

\section{Method}

Before we explain CFLSH, we revisit the prediction procedures of LSH. The standard LSH based prediction consists of three steps: a) constructing an efficient data structure (hash table) to \textit{index} (hash) the data for fast retrieval to follow (Algorithm 1, Section 4.2.2), b) quickly \textit{retrieving} the approximate NNs of the query of interest (Algorithm 2, Section 4.2.3), and c) \textit{predicting} the label of the query based on predominance of labels of its NNs (Algorithm 3, Section 5.2).

We are particularly interested in proposing a new method that modifies the re-
trieval step. For retrieval, we 1) hash a query by the same set of hash functions used for indexing, 2) compose the candidate set, which is defined as the union of all points contained in the colliding hash buckets of the query from each hash table, and 3) retrieve a group of $k$ points that are most similar to the query by the standard short-listing step, which is done by the linear search by distance within the candidate set.

For a given query, the candidate set can be represented as a set of triplets $\{(t_i, d_i, f_i)\}$, where $t_i$ is the index of $i^{th}$ element in the data, $d_i$ is its distance to the query, and $f_i$ is how many times it appears (frequency) in the candidate set (i.e. in how many tables the query collides with $t_i$). It is important to note that, to retrieve a desired number of final approximate NNs, the linear search in the standard LSH does not take account of the frequency $f_i$ information, but only of the distances $d_i$ between the query and the unique points in the candidate set.

In CFLSH, we modify the step 3 of retrieval (the short-listing step) by replacing the linear search with collision frequency counting. We note that the indexing and prediction parts of CFLSH are identical to the step $a$ and $c$ of the standard LSH above. Unlike the standard LSH which utilizes only the distance information $\{(t_i, d_i)\}$, the query’s $k$ nearest neighbors in CFLSH are defined as the top $k$ points among $\{t_i\}$ which most frequently collided with the query (sorted according to $f_i$) across the entire set of hash tables. When there is a tie, such elements are secondarily sorted according to the distance $d_i$ to the query. Here, the short-listing step of CFLSH is primarily performed with respect to the frequency of collision, seconded by distance information. Therefore, CFLSH exploits the broader range of information $\{(t_i, d_i, f_i)\}$ contained in the candidate set. The detailed procedure of the method is in Algorithm 6.

This is an alternative and intuitive way of constituting the NN set than by performing the linear search (in the step 3 of retrieval). The more frequently an element and the query belong in the same bucket across multiple tables, the more likely they are to be similar, because in LSH, each hash function $h$ (and therefore its composite $g$ as well) serves as a different basis of comparing points with a low resolution, “weak” similarity.
Algorithm 6 Collision Frequency Locality-Sensitive Hashing: Querying

Require: $q$, the query; $T$, hash tables; $g$, hash functions; $k$, number of NNs to retrieve

1: procedure CFLSH-Querying($q, T, g, k$)
2: \hspace{1cm} $C = \emptyset$ \hspace{1cm} $\triangleright$ candidate set
3: \hspace{1cm} for $l = [1, 2, \ldots, L]$ do \hspace{1cm} $\triangleright$ $L$ is the number of tables in $T$
4: \hspace{2cm} $S = \{x \in X | g_l(x) = g_l(q)\}$ \hspace{1cm} $\triangleright$ colliding bucket from table $T_l$
5: \hspace{2cm} $C \leftarrow C \cup S$
6: \hspace{1cm} end for
7: Compute the frequency of each element in $C$.
8: Sort the elements in descending order in terms of frequency.
9: If there is a tie, compute distances from $q$ to such elements and sort by distance from the smallest.
10: Return $k$ elements with the highest frequencies.
11: end procedure

In case of the hash function families for L1, each $g$ randomly selects $m$ dimensions out of $d$. As we are adding more tables (i.e., additional $g$’s), a broader set of dimensions out of $d$ are “covered” for similarity comparison. Thus, the more frequently two points collide across multiple tables, the more often they match (sharing the same hash key, thus being considered as equal) under a larger set of dimensions.

For example, let us assume that we have a candidate set $\{(t_i, d_i, f_i)\}$ that is $\{(t_1, 5, 5), (t_2, 2, 7), (t_3, 3, 10), (t_4, 4, 7), (t_5, 6, 6), (t_6, 7, 1), (t_7, 1, 8)\}$. The candidate set sorted according to the frequency $f_i$ is $[t_3, t_7, t_2, t_4, t_5, t_1, t_6]$. In this example, the set of the approximate $k$ nearest neighbors by CFLSH is $t_3$ and $[t_3, t_7, t_2, t_4, t_5]$ for $k = 1$ and $k = 5$, respectively. On the other hand, with the standard LSH, the candidate set sorted according to the distance is $[t_7, t_2, t_3, t_4, t_1, t_5, t_6]$. The corresponding set of $k$ nearest neighbors is $t_7$ and $[t_7, t_2, t_3, t_4, t_1]$ for $k = 1$ and $k = 5$, respectively.

It is worth noting that the time complexity of CFLSH is equivalent to the standard LSH. Counting the frequency of each element in the candidate set takes a linear time with respect to its size, which is the same time cost for the linear search step of the standard LSH. However, in real time, CFLSH is a bit faster than the standard LSH because counting takes a shorter time than performing exhaustive distance calculations.
7.3 Experiment

We present our findings on predicting AHE on our time series dataset of mean arterial blood pressure extracted from the MIMIC II database (explained in Section 3.4). We use $\text{Data}_{\text{Lag 300}, 12}$ for demonstration.

**AHE Prediction** Similar to the prediction problems we investigated in the previous chapters, we build the prediction models based on CFLSH, the standard LSH, and KNN for the occurrence of AHE within an event window. We build the models with a lag time amount of historical data prior to the window, where each data point $x_i$ has a label $y_i$ indicating the occurrence of AHE. We again formulate this prediction as a supervised binary classification problem, where predicted labels $\hat{y}_i$ describe the patients as AHE-positive or negative.

**Performance Measures** We evaluate prediction performance with:

- Prediction Accuracy $= (TP + TN) / (TP + FP + TN + FN)$\(^1\), and

- Speed-up factor, which is the average time taken by LSH or CFLSH relative to that by KNN, measured by the inverse of selectivity (defined in Section 4.3).

**Experimental Procedures** We apply L1LSH, COSLSH, CFLSH with L1, and CFLSH with cosine for prediction. For each combination of LSH parameters $m \in [5, 10, \ldots, 50]$ and $L \in [10, 20, \ldots, 100]$, we make a prediction via CFLSH and the standard LSH for L1 and compare them to the result of KNN. For cosine, we use $m \in [1, 3, 5, \ldots, 19]$. We apply the above parameter configurations to retrieve and predict based on 1-NN, 5-NNs, and 10-NNs.

7.4 Results and Discussion

In this section, we compare CFLSH to the standard LSH and conduct sensitivity analysis of the prediction accuracy with respect to the number of hash functions applied per table.

\(^1\) TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative.
7.4.1 Acute Hypotensive Episode Prediction

Figure 7-1 (Top) presents the prediction accuracy of L1LSH and CFLSH for the L1 distance (CFLSH-L1) with its associated speed-up factor with $k = 1$ (prediction based on 1-NN). Each point corresponds to the average result from a pair of the number of hash functions ($m$) used per table and the number of hash tables ($L$) over 10 runs. The leftmost point of L1LSH with no speed-up corresponds to the prediction accuracy (95.95%) of KNN with L1 as its distance function. For configurations of parameters which generate up to 20x speedup, we observe that the standard L1LSH results in slightly higher prediction accuracy than CFLSH-L1. However, beyond the 20x speedup tipping point, whereas the prediction accuracies of L1LSH degrade significantly, those of CFLSH-L1 stay relatively unchanged. If we were to trade 1% accuracy decrease for a faster querying time, we are able to achieve a prediction result via CFLSH up to 100 times faster compared to KNN, where the corresponding speed-up for L1LSH is 25x.

The accuracy-speed trade-off profiles for higher numbers of $k$-NNs exhibit a different behavior. We remark that for a given $(m, L)$, the speed-ups are the same for all $k$ and only the accuracy changes as $k$ varies. Figure 7-1 (Middle) shows the profile for $k = 5$. We observe that CFLSH outperforms L1LSH over the entire range of parameter configurations. That is, given a speed-up, CFLSH has a higher accuracy than L1LSH. Likewise, given an accuracy, CFLSH is much faster than L1LSH. However, unlike the profile of CFLSH for $k = 1$, whose accuracy range stays relatively unchanged regardless of the magnitude of speed-up, the prediction accuracy for $k = 5$ decreases as the speed-up factor becomes larger. In Figure 7-1 (Bottom), the profile for $k = 10$ exhibits a similar behavior to that of $k = 5$. The difference is that the discrepancy between CFLSH and L1LSH is smaller with $k = 10$.

CFLSH with cosine exhibits a different behavior. Figure 7-2 (Top) presents the prediction accuracy of COSLSH and CFLSH for the cosine distance (CFLSH-COS) with its associated speed-up factor with $k = 1$. From the figure, we observe that CFLSH-COS performs slightly worse than COSLSH for some range of parameters.
although the discrepancy is negligible. The prediction results based on a higher number of $k$-NNs exhibit a similar trend to that of $k = 1$. For $k = 5$ and $k = 10$, the accuracy-speed trade-off profiles for CFLSH-COS are almost identical to those of COSLSH, as shown in Figure 7-2 (Middle) and (Bottom), respectively. The fact that CFLSH-COS does not perform better than COSLSH is the major difference between CFLSH-COS and CFLSH-L1. One possible explanation for this behavior is by observing the difference in the interpoint distance distributions under L1 and cosine (Section 3.5). The gap between collision probabilities for close and far points is higher for L1 than cosine, which means that the empirical estimates of those probabilities obtained by collision frequency counting distinguish between close and far points better for L1 than cosine.

7.4.2 Sensitivity Analysis

Figure 7-3 shows the sensitivity analysis of CFLSH and the standard LSH with respect to the number of hash functions applied ($m$) and the number of hash tables created ($L$) when the L1 distance is used. Without loss of generality, we illustrate with the case for 1-NN ($k = 1$). In general, the accuracy of the standard LSH decreases with increasing $m$ as the cost of obtaining a higher speed-up when more hash functions are used to define the hash key. Figure 7-3 (Middle) illustrates this behavior for L1LSH. In contrast, CFLSH-L1 exhibits a different behavior. As illustrated in Figure 7-3 (Top), the accuracy increases up to a point and then starts to decrease only slightly with increasing $m$, across all $L$, in the range between 0.93 and 0.96. This implies that up to the tipping point, the accuracy and the speed-up both increase, and even with a larger $m$ past that of the tipping point, accuracy does not decrease significantly. We then directly compare CFLSH-L1 to L1LSH. Figure 7-3 (Bottom) shows the change of accuracy as a function of $m$ and $L$ when L1LSH is subtracted from CFLSH-L1. We observe that, although by a very small margin of less than 0.03, L1LSH has a higher accuracy than CFLSH-L1 for $m$ up to 30 across all $L$. Then, for $m$ greater than 30, CFLSH-L1 shows a significant accuracy improvement over L1LSH. In terms of the accuracy-speed trade-off, this implies that CFLSH-L1 has a significant advantage.
over L1LSH in the range of $m$ that corresponds to large speed-ups.

We apply the same analysis to CFLSH-COS and COSLSH, shown in Figure 7-4. Following the general expectation that the accuracy of the standard LSH decreases with increasing number of hash functions applied as the cost of obtaining a higher speed-up, COSLSH (Figure 7-4 (Middle)) behaves accordingly. However, in contrast to the case of L1, CFLSH-COS follows this expected general pattern as well (Figure 7-4 (Top)). Almost identical to COSLSH, the accuracy of CFLSH-COS stays relatively unchanged up to a point ($m$ up to 13) and then starts to drop abruptly, across all values of $L$. When directly comparing CFLSH-COS and COSLSH by subtracting the latter from the former, we observe the trend we saw in the case of L1: the standard LSH performs better in the range of small $m$, then CFLSH starts to have a higher accuracy for higher values of $m$. Although by a very small margin, CFLSH-COS has a higher accuracy than COSLSH for $m$ larger than 15 for all values of $L$. This observation explains the long tail part of the accuracy-speed trade-off in Figure 7-2 (Top).

### 7.4.3 Discussion

All in all, these results imply that CFLSH performs better than the standard LSH when a large number of hash functions is used to define the hash keys, which corresponds to the situation with a large speed-up. If a user puts an emphasis on querying speed more so than prediction accuracy, our results suggest the use of CFLSH over the standard LSH, especially for L1. But for cosine, one has to be careful which LSH to use as there is a very minimal distinction.

For data in real applications, there is no perfect, ground truth similarity measure because what constitutes similarity is not entirely quantifiable by a single distance metric. A single distance metric cannot capture every aspect of similarity along the axes of matching based on amplitude and shape of time series. Although L1 is the best distance metric for our dataset (i.e., the prediction accuracy being the highest when the similarity is measured by L1 compared to other distance metrics such as cosine), the fact that CFLSH-L1 performs better than L1LSH implies that L1 is not
yet a perfect distance metric for measuring similarity.

7.5 Chapter Conclusion

In this chapter, we presented a pragmatic study on a new variant of LSH, namely collision frequency LSH, which short-lists the candidate set by counting the frequency of collision instead of the linear distance calculation. It remains an open question why the trade-off profiles of CFLSH and the standard LSH are different when L1 is used as a distance measure while they are similar in the case of cosine. As a future work, it will be worthwhile to investigate theoretical foundations on why CFLSH performs superior to the standard LSH in certain circumstances.
Figure 7-1: Comparison of CFLSH with L1 to L1LSH for (Top) $k = 1$, (Middle) $k = 5$, and (Bottom) $k = 10$. Each point corresponds to a parameter configuration $(m, L)$ of LSH.
Figure 7-2: Comparison of CFLSH with cosine to COSLSH for (Top) $k = 1$, (Middle) $k = 5$, and (Bottom) $k = 10$. Each point corresponds to a parameter configuration $(m, L)$ of LSH.
Figure 7-3: Sensitivity analysis of the prediction accuracy against the number of hash functions used per table ($m$) with L1: (Top) CFLSH, (Middle) the standard LSH, and (Bottom) the difference between the two.
Figure 7-4: Sensitivity analysis of the prediction accuracy against the number of hash functions used per table ($m$) with cosine: (Top) CFLSH, (Middle) the standard LSH, and (Bottom) the difference between the two.
Chapter 8

Conclusions

In this final chapter, we summarize the contributions of this thesis and discuss future works. We conclude with final remarks.

8.1 Summary of Thesis Contributions

In this thesis, we developed highly efficient methods based on locality-sensitive hashing (LSH) to search through massive databases of physiological time series to identify waveforms that are similar to those from a given individual. Furthermore, we developed and applied the methods that exploit these “patients with trajectories like mine” retrievals to support waveform pattern recognition for critical event prediction. We demonstrated our methods on the mean arterial blood pressure dataset extracted from the MIMIC II database in the context of predicting acute hypotensive episodes in intensive care units. To the best of our knowledge, our work to date is the first extensive application of LSH on physiological time series retrieval and event prediction.

The contributions of this thesis are as follows.

- We are the first to apply LSH to the problem of retrieving similar physiological waveform time series. When compared to the exhaustive k-nearest neighbor (KNN) method, our methods based on LSH with the L1 (L1LSH), the cosine (COSLSH), and the Euclidean distances (E2LSH) each largely speed up the
retrieval time of similar physiological waveforms without sacrificing significant accuracy. We achieved an order of magnitude speed-up at the cost of decreasing the retrieval accuracy by 5% compared to KNN. We performed the sensitivity analysis of retrieval accuracy and speed-up against the number of hash functions applied per table \(m\) and the number of hash tables created \(L\). We found that the retrieval accuracy decreases with increasing \(m\) and increases with increasing \(L\), whereas the speed-up increases with increasing \(m\) and decreases with increasing \(L\). Additionally, we examined the impact of the data dimension and the data quantity on the LSH performance. We found that using the data with lower dimension and larger quantity each improves retrieval accuracy and querying speed.

- We further extended the LSH based retrieval system to the problem of predicting a medically critical event (acute hypotension) by extrapolating the information of similar waveforms via majority vote. Similar to the retrieval case, compared to using the linear KNN, our LSH based prediction method vastly speeds up the prediction time up to an order (with L1LSH and E2LSH) or two orders (with COSLSH) of magnitude faster while sacrificing less than only 1% of prediction accuracy as a cost. Because prediction accuracy is highly influenced by the data imbalance we faced with our dataset, we additionally performed analysis in terms of correlation and false negative detection. We investigated the underlying factor of the large difference in the speed-ups among L1LSH, E2LSH, and COSLSH. We empirically showed that it originates from the differences in the distribution of bucket sizes (i.e. how uniformly data are indexed across hash buckets). We also examined the impact of lag duration and scaling on the LSH performance and demonstrated that a longer lag and a larger quantity of data each improves prediction accuracy and querying speed.

- We proposed a new variant of LSH, namely stratified locality-sensitive hashing (SLSH), which finds similarity among the data from a more integrated perspective by employing multiple distance metrics in one framework. SLSH is
essentially a dual-level LSH where each LSH layer (L1LSH for the outer and COSLSH for the inner LSH) is associated with a distinct distance metric capturing a unique facet of similarity. SLSH overcomes the limitation of the standard LSH that only one distance measure can be used at a time. We visually presented that SLSH is capable of retrieving nearest neighbors according to both amplitude and shape. Comparing SLSH to the standard L1LSH, we demonstrated that SLSH yields a higher prediction accuracy and further shortens the sub-linear querying time of the standard LSH. We showed that this pattern still holds when the lag time of data shortens or the quantity of data scales up. We further examined whether using two distance metrics to capture similarity (via an ensemble of two single-metric predictors or via SLSH) is more beneficial than using a single-metric predictor and empirically proved that exploiting the data with multiple distance metrics is indeed advantageous.

- We proposed another new variant of LSH, namely collision frequency locality-sensitive hashing (CFLSH), to further improve the prediction accuracy without sacrificing any speed based on the key idea is that the more frequently an element and query collide across multiple LSH hash tables, the more similar they are. CFLSH short-lists the candidate set by simply counting the frequency of collision instead of performing the exhaustive distance calculation, which is the main bottleneck of the standard LSH. We empirically demonstrated that CFLSH with the L1 distance has a higher accuracy than L1LSH and further speeds-up the querying time, and that CFLSH is better than the standard LSH in the range of large $m$ which corresponds to significant speed-ups.

8.2 Future Directions

There are multiple areas to further strengthen and extend our proposed methods presented in this thesis. Among many, we discuss three major areas for advancement: noise robust time series representation, LSH for multivariate multi-source data, and data adaptive hashing.
8.2.1 Robust Time Series Representation

Although there have been numerous works in time series analysis, most of them are built on unrealistic assumptions. For example, it is typically assumed (unlike our work) that the training data are perfectly aligned patterns of all equal length with no extra spurious leading or trailing data. However, ICU data are typically very noisy and unaligned because it is more of observational data rather than data from a controlled experiment. This implies they are severely prone to data abnormalities such as noise, missing data, translation, and dilation of patterns (Figure 8-1), which all make calculating similarity within these data very challenging. As discussed in Chapter 2, several works have attempted to overcome such difficulties by finding either effective distance measures (e.g. dynamic time warping) or data representations (e.g. time-frequency transforms). However, while the former approach is effective on handling small local misalignments, it is still vulnerable to high-level (i.e. spanning a longer time period) abnormalities such as phase shifts. In order to find a better representation that captures high-level long term dynamics of physiological time series, which at the same time is robust against low-level, local noise, we propose that a solution based on the use of multi-resolution histograms will be effective.

In multi-resolution histograms, each time series trajectory is represented as a set of histograms. Generated within a window over a given time period, a single histogram keeps only the frequency information that is independent of time. This binning captures the local structure and makes it less sensitive to data abnormalities.
Figure 8-2: Multi-resolution histogram representation $H(x) = \sum_i w_i h_i(x)$ for a time series. Each histogram $h_i$, with its learned weight $w_i$, is built over a specified period of time $[t_0, t_i]$.

at the given temporal scale. It can also effectively mitigate the problem of missing data provided the quantity is small.

As shown in Figure 8-2, we hierarchically generate multiple histograms. For a time series $x$, each histogram $h_i(x)$, expressed as a normalized probability density, is built on the data from $t_0$ to $t_i$, where $t_i = m \cdot 2^{i-1}$, for $i = 1, 2, \cdots, n$ ($m$ and $n$ indicate the base window duration and the total number of histograms, respectively). Then, the multi-resolution histogram is $H(x) = \sum_i w_i h_i(x)$, where $w_i$’s are the weights associated at each histogram resolution. By having the multi-scale hierarchical structure over time, we are able to model high-level long term dynamics and behavior. The bin numbers for each histogram, the degree of resolution (i.e. the number of histograms) over time, and the weights at each resolution need to be learned empirically.

For comparing histograms, it is known that the Earth Mover’s Distance (EMD) is the most accurate measure. There remains the task of incorporating EMD into LSH to make the multi-resolution histogram based representation even more powerful in this framework. However, for EMD, there is no known family of locality-sensitive hash
functions. Thus, we propose to first embed EMD into the space of the L1 distance whose LSH family of hash functions is well-studied [55].

8.2.2 Locality-Sensitive Hashing for Multivariate, Multi-Source Data

Besides measuring arterial blood pressure (which is single source, univariate), there are several other patient monitoring data sources acquired in intensive care units such as electrocardiogram (ECG), body temperature, cardiac output, and amount of oxygen and carbon dioxide in the blood (discussed in detail in Chapter 3). Within each source/channel, there can be multiple features or variables. Thus, in order to leverage multiple sources and features, there is a need to extend our work for multi-source multivariate data.

One possible approach for LSH to handle multivariate data is to hash each variate spanning a single source to a separate hash key of the same size and concatenate it with the keys of other similarly hashed variates to form a higher order bucket index/identifier, effectively allocating a set of multi-variate buckets, one per source, rather than a single bucket. Then for each source/channel, we can repeat this step. Finally, for querying, we can either combine the candidate sets resulting from each source, or take the intersection among them to compose the final candidate set.

It is largely unknown which source among many is best to predict a certain class of event and how reliable each source is. It can be very event-specific and also for a particular event, event-class specific. In many cases, the best subset of time series to use is almost always class-dependent. Investigations in these issues need to be conducted as well.

8.2.3 Data and Task Dependent Hashing

In this thesis, we used hashing methods with distance metrics that are independent of the data properties. Although these methods hold the advantage of strict performance guarantees, they could be more efficient if the hash functions were specifically
designed for a certain dataset or task. In other words, even with more integrated LSH methods (such as SLSH), it is possible that there remains a semantic gap, which is the discrepancy between true similarity and what can be captured with distance metrics. Retrieving approximate nearest neighbors in such metric spaces may not lead to good search performance when semantic similarity is represented in a complex way. Therefore, as our future work, we are interested in investigating “learning to hash” methods [122, 125] that learn data-dependent and task-specific hash functions to achieve better prediction accuracy and querying speed. Such methods include spectral hashing [128, 129], angular quantization [42], binary reconstructive embedding [79], metric learning hashing [81], semi-supervised hashing [123, 124], and deep-learning based semantic hashing [109].

8.3 Final Remarks

In this thesis, we developed highly efficient methods based on LSH that make it practical to search massive physiological time series repositories to rapidly identify waveforms similar to those from a given individual. We then extended LSH to exploit rapid waveform retrieval to enable critical event prediction in the intensive care unit setting.

Even though many more subsequent works remain to be investigated, we hope and believe that our work based on efficiently finding “patients with trajectories like mine” will contribute as a stepping stone toward better diagnostic precision, detection of critical health events, and more individualized treatments and interventions in the near future.
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